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A B S T R A C T

Enormous efforts have been undertaken to develop rechargeable batteries with new electrode materials that not only have superior energy and power densities, but also are resistant to electrochemomechanical degradation despite huge volume changes. This review surveys recent progress in the experimental and modeling studies on the electrochemomechanical phenomena in high-capacity electrode materials for lithium-ion batteries. We highlight the integration of electrochemical and mechanical characterizations, \textit{in-situ} transmission electron microscopy, multiscale modeling, and other techniques in understanding the strong mechanics-electrochemistry coupling during charge-discharge cycling. While anode materials for lithium ion batteries (LIBs) are the primary focus of this review, high-capacity electrode materials for sodium ion batteries (NIBs) are also briefly reviewed for comparison. Following the mechanistic studies, design strategies including nanostructuring, nanoporosity, surface coating, and compositing for mitigation of the electrochemomechanical degradation and promotion of self-healing of high-capacity electrodes are discussed.
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1. Introduction

Rechargeable lithium-ion batteries (LIBs) have served as the primary power source for a variety of portable electronics in today’s mobile society, including smart phones, laptop computers, and wearable electronics, as well as in power tools, electric vehicles and grid-scale storage [1–11]. However, the current LIB technology still cannot meet the rapidly growing demand for high energy density and long cycle life. In particular, the volumetric energy density of the current LIB cells severely limits miniaturization of electronics as well as the driving distance of electric vehicles. These have motivated relentless search for new electrode materials with higher gravimetric and volumetric specific capacities [12–17]. However, capacity and cyclability appear to be two conflicting properties since improving one often compromises the other. In particular, high-capacity electrodes are prone to chemomechanical failure upon electrochemical charge-discharge cycling, leading to...
fast capacity decay of the battery cells [18–21]. Hence, a fundamental understanding of the chemomechanical degradation mechanisms of the high-capacity electrode materials is imperative to the development of effective mitigation strategies toward high-performance rechargeable batteries.

A battery is an energy storage device that converts electrical energy to chemical energy, and vice versa [11]. It functions by shuttling ions between two electrodes during charge-discharge cycles, as schematically shown in Fig. 1. An electrolyte, which conducts ions but not electrons, separates the two electrodes. When a LIB is being charged, electrons are pumped out of the cathode particles (via polaron conduction inside), through conductive agents like carbon black, current collector and the outer circuit, and injected into the anode particles. The electrochemical potential difference of Li ions (Li⁺) in the two electrodes then drives Li⁺ migrating from the cathode (positive electrode) to the anode (negative electrode) through the electrolyte, so bulk charge neutrality is approximately maintained inside the cathode and anode particles, which are henceforth called the cathode-active (ca) and anode-active (aa) contents. Upon discharging, the reverse occurs, and the chemical energy stored in the electrodes (chemical potential difference of polarons/ions pairs or neutral “Li atoms” in aa and ca particles) is converted into electrical energy to power the external working load. A sodium ion battery (NIB) works by the same principle as the LIB, wherein Na ions shuttle between the electrodes and free electrons flow through the outer circuit. The dramatic contrast in transport transference number (the ratio between electron conductance and Li⁺ conductance) between the two interpenetrating networks, comprised of the open pore network infilled by electrolyte, along with the metal wiring of outer circuit, current collectors made of Cu and Al, and carbon black network, is a key feature of the battery device. The percolating transportation of electrons/ions outside ca/aa particles is characterized by the Ohmic resistance, \( R_{\text{Ohm}} \), while the transport of polarons/ions (or neutral atoms) inside ca/aa particles by the Warburg impedance \( R_{\text{W}} \). The charge-transfer resistance, \( R_{\text{ct}} \), characterizes the difficulty of a solvated Li⁺ ion in the electrolyte in breaking its solvation shell, simultaneously capturing an electron from the conductive agent, and then getting inserted into ca/aa particles as polarons/ions (or neutral atoms). Any disruption or degradation of the transport/reaction characteristics \( R_{\text{Ohm}}, R_{\text{W}}, \) or \( R_{\text{ct}} \) would cause the battery cell to degrade, in addition to the intrinsic capacity decay of ca/aa particles due to loss/gain of chemical elements and phase transformations that is more thermodynamic in origin, as reflected by the open-circuit voltage versus the state-of-charge (SOC) curve.

In commercial LIBs graphite is currently the most commonly used anode material. Lithium incorporates into graphite by an intercalation mechanism, wherein Li ions are reversibly inserted into and extracted from the interlayer space of graphite during charge-discharge cycles. The intercalation mechanism induces relatively small volume expansion, hence ensures capacity retention, stable working voltage, and long cycle life [19]. However, limited by the available sites, the intercalation mechanism provides relatively low specific capacity. For graphite, the chemical compound LiC\(_6\) formed upon Li intercalation limits its theoretical capacity to 372 mAh g\(^{-1}\) [1,21]. Compared to graphite, a variety of anode candidates, such as Si, Sn, Ge, Al, react with Li by alloying, a process that involves extensive bond breaking/forming and defect evolution, change of crystal structure, or even solid-state amorphization. Since alloying is not limited by the available host sites it can render a much higher theoretical specific capacity (Fig. 2). For example, when alloyed to Li\(_{22}\)Si\(_5\), Si, the leading candidate for anode materials for LIBs, gives a theoretical specific capacity of 4200 mA h g\(^{-1}\) based on aa weight before lithiation (if based on post-lithiation aa weight, it is 2012 mA h g\(^{-1}\)) [19–22], which is one order of magnitude higher than that of graphite. Conversion represents a third lithiation mechanism in which the electrode materials undergo conversion reaction to form lithium oxide. Conversion anodes generally offer high specific and volumetric capacities [23–25]. Similar to alloying, conversion also generates large volumetric strain, causing pulverization of the electrode particles and unstable solid-electrolyte interphase (SEI) growth, in addition to large voltage hysteresis [26].

In 2005, Sony introduced Nexelion™ family of LIB cells that use Sn-Co nanoparticles composited in graphite anode, which increased the anode’s volumetric capacity by as much as 30% but with some loss in voltage. In recent years, Si-containing high-capacity anodes appeared more and more on the market, and this trend is currently expected to become mainstream. To assess how much cell performance enhancement could be derived from the insertion of high-capacity electrodes, it is useful to first review the baseline construction of a standard LiCoO\(_2\)/graphite cell. The LiCoO\(_2\) cathode is typically mixed with a
small amount of binder and carbon black, and slurry-coated on aluminum foil (≤20 μm thickness). The thickness of the dried cathode paste is typically ≤100 μm in order to obtain reasonable rate performance, with ~20 vol% porosity (the crystal density of LiCoO₂ is 5.06 g/cm³, but the active LiCoO₂ compaction density ends up ~4.1 g/cm³). The thickness of the graphite anode is approximately the same as the LiCoO₂ cathode (a coincidence), with ~30 vol% porosity allowed for electrolyte infiltration (the crystal density of graphite is 2.266 g/cm³, but the compacted density ~1.6 g/cm³). The anode paste is slurry-coated on copper foil (≤10 μm thickness). During battery cycling, volume change takes place in both the cathode and anode pastes. The graphite anode will expand in thickness by as much as ~30%. To prevent short-circuiting due to morphological instabilities, an electronically insulating separator (~7 to 25 μm thick) is placed in between the LiCoO₂ and graphite [27] electrodes. This separator has good thermomechanical stabilities to strictly prevent electronic conduction, but has ~30 nm diameter nanopores infiltrated by electrolyte that allows Li⁺ ion conduction. Thus, back-of-the-envelope calculation indicates that an Al|LiCoO₂|separator|graphite|Cu stack of ~250 μm thick would give a matching anode-cathode areal capacity of ~5 mA h/cm² (4.1 g/cm³ × 140 mA h g⁻¹ × 90 μm = 5.17 mA h/cm² on LiCoO₂ cathode, and 1.6 g/cm³ × 360 mA h g⁻¹ × 90 μm = 5.18 mA h/cm² on graphite anode), after taking into account losses from separator overhang and electrical leads, the initial formation (loss of cycleable Lithium due to Coulombic inefficiency problem, to be explained later) and volume expansion, and the subsequent more gradual capacity decay with cycling. Since the average discharge voltage of the LiCoO₂/graphite cell is 3.8 – 0.1 = 3.7 V, this would give 3.7 V × 5 mA h/cm²/0.025 cm = 740 W h/L cell energy density, which is essentially the present limit for standard LiCoO₂/graphite cells, after 25 years of heavy industrial optimization.

The battery cell-average mass density can be measured by Archimedes method, and is ~2.7 g/cm³, considering that the cell contains a mix of electrolyte (1 M LiPF₆ in EC/DEC solvent has density 1.26 g/cm³), LiCoO₂ (5.06 g/cm³), graphite (2.266 g/cm³), aluminum (2.7 g/cm³), copper (8.96 g/cm³), polypropylene (PP) separator (0.946 g/cm³), etc. So the present limit to cell’s gravimetric energy density is approximately 740 W h/kg. In order to bring LIB cell energy density up to beyond 1000 W h/L and/or 400 W h/kg, significant enhancement in the electrode materials’ capacity is needed, which motivates the current review. In addition, from back-of-the-envelope calculations above, one appreciates that a cell is a system and it is essential to keep the system balanced. For example, the areal capacity of the anode needs to match with the areal capacity of the cathode, otherwise there will be wasted capacity on either side that takes up dead volume/mass, unless the highest state of charge is intentionally throttled to improve life or safety. Such balance needs to be maintained from the beginning of use to the last cycle (industrially, cell life is often defined by the energy release in discharge decaying to 80% of the value at the beginning of use). Further, the electrolyte should not dry out, its chemistry
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**Fig. 3.** Advanced characterization techniques, degradation mechanisms, and mitigating strategies of high-volume-change anode materials.
carbon nanotube and cathodes (e.g., LiFePO4) materials have been investigated, with liquid or solid electrolytes (e.g., LiPF6, PEO, PEO/LiClO4) and with microstructures and surface modifications. A wide range of novel phenomena has been discovered, spanning from ion and electron transport, electrochemical reaction, microstructural evolution, to mechanical degradation that are critical for understanding the electrochemical performance of nanostructured battery materials. This advance opens a bottom-up avenue for developing next-generation high-performance LIBs, in contrast to the top-down approach adopted by the conventional battery development. Parallel to the experimental studies, theoretical and computational models across different length scales have been developed to elucidate the underlying degradation mechanisms of the electrode materials. The integrated experimental and theoretical approach formulates a unique framework for battery characterization, diagnosis, and optimization.

This review summarizes recent progresses in the fundamental understanding of the electro-chemomechanical degradation of high-capacity electrode materials, covering both experimental and modeling aspects (Fig. 3). A series of in-situ TEM videos are included to highlight the dynamic electrochemical processes of a variety of anode materials. We begin by introducing more rational measures of capacities and coulombic efficiency, along with a brief description of the unique experimental and modeling tools developed for characterizing the high-capacity electrode materials. Novel experimental phenomena from the electrochemical lithiation and delithiation of a variety of important anode materials, along with the insights from model predictions, are then presented. Strategies for mitigating the chemomechanical degradations, including porosity, surface coating, compositing, etc. (Fig. 3), are then followed presented. Degradation of Na-ion batteries will also be briefly discussed for a comparative purpose. Finally, we draw conclusions and provide perspectives on this topic.
2. Methodologies

2.1. Practical measure of capacities

We evaluate a commercial battery cell (cylindrical, pouch, prismatic, etc.) by a large number of metrics, such as voltage characteristics, volumetric and gravimetric cell energy densities, charging and discharging rates, cycle life, low-temperature and high-temperature limits, and probably most importantly, safety characteristics, including in abuse situations. In view of the fact that a battery cell is a complex, dynamical system composed of many material components (active electrode particles, electrolyte, binder, conductive networks), a common practice in evaluating cell performance is often to first measure/compute individual materials properties. However, there are pitfalls in the literature and research practices in overemphasizing a subset of materials properties. For example, the specific gravimetric capacity/power of the active material alone, in unit of mAh g\(^{-1}\)(active), where g(active) is the weight of the active electrode materials only, in grams, measured from so-called half-cell tests. In a half cell, there are superabundant electrolyte, superabundant Li-containing counter-electrode material, superabundant electrocatalytic surfaces and conductive networks, etc., relative to the active material being tested. Yet in a real commercial cell or a prototype cell intended for commercial use (the so-called “full cell”), the opposite electrodes must be tightly matched in capacity. In addition, an extreme paucity of the “auxiliary” materials is often used, so the limiting component may be the “auxiliary” materials instead of the active material being tested. Consider a certain anode material that has seemingly great mAh g\(^{-1}\)(active) and cycle life in half-cell tests, but fragments constantly during cycling. The fragmentation creates new surface areas and actively consumes electrolyte (forming SEI, for instance). The anode material may prolifically catalyze the gassing decomposition of the electrolyte. Under these conditions, the cycle life of a full cell would then be severely limited by the drying out of the “auxiliary” material – the liquid electrolyte – that however is not reflected in the half-cell tests, projecting an over-optimistic impression.

To address this issue, we here define a new metric for evaluating the practical performance of high-capacity anodes. We define the mass of the anode active content to be g(aa) and mass of the cathode active content to be g(ca). In a full cell, the total mass is g(aa) + g(ca) + g(auxiliary), where g(auxiliary) sums the weights of the electrolyte, current collectors, separator, and binders/conductive agents on both sides. Since mAh(aa) = mAh(ca) in a full cell, we define

\[
 MG(aa) \equiv \frac{mAh(aa)}{g(aa) + g(auxiliary)/2}
\]

as the performance metric to optimize, rather than optimizing

\[
mAhg(aa) \equiv \frac{mAh(aa)}{g(aa)}.
\]

which is the usual practice. Similarly, one shall use

\[
 MG(ca) \equiv \frac{mAh(ca)}{g(ca) + g(auxiliary)/2},
\]

instead of

\[
 mAhg(ca) \equiv \frac{mAh(ca)}{g(ca)}
\]

for cathode active content. The full-cell gravimetric performance is

\[
 MGf \equiv \frac{1}{MG(aa) + MG(ca)}.
\]

For example, the full-cell gravimetric energy density is expected to be

\[
 [Average\ Voltage(ca) - Average\ Voltage(aa)] \times MGf.
\]

Acknowledging “auxiliary” weight is crucial for avoiding pathologies in both the evaluation and future development of high-capacity electrode materials. For example, excessive fragmentation of cathode may not show up as an issue in half-cell tests if cathode ultra-nanoparticles are adsorbed on superabundant amount of graphene substrates, as they would never lose electrical contact. But such might be impossible in commercial cells. If mAhg(ca) is used as the performance metric, then one would be tempted to use as low amount of cathode and as much graphene as possible, to maximize the numerator in (4). But if the MG(ca) number needs to be published – even if a crude one – one may find that the previous strategy leads to a ridiculously small value due to the huge denominator, and therefore is nearly meaningless for full cells.

Unfortunately, too many mAhg(aa) (for Si, Sn, Ge, etc.) and mAhg(ca) (for Sulfur, etc.) data have been published, and most papers did not present enough information for precise estimation of MG. This review must therefore still use mAhg metric for most of its presentations. To compensate for this deficiency, an open-source web script calculator is provided for mAhg → MG conversion at http://alum.mit.edu/www/liju99/bc. For future results, the user can measure and fill in the more precise values for porosities, binder and carbon black weights used, etc. For given amount of anode, we will by default
assume LiCoO$_2$ to be the counter electrode in computing $g_{\text{auxiliary}}$. For cathode, by default we will assume graphite to be the counter electrode in computing $g_{\text{auxiliary}}$, with porosity and separator parameter values provided in the Introduction of this review. We expect that this open-source calculator with default estimates can provide a rudimentary standard for materials researchers (who may not be familiar with commercial cell construction) to guide assessment and development of high-capacity electrodes.

Note that most of the half-cell tests use metallic Lithium as the counter electrode, which actually continuously consumes liquid electrolyte on its own, even if the anode material itself does not. So in our web calculator, instead of using the actual experimental half-cell $g_{\text{electrolyte}}$, we use a hypothetical $g_{\text{electrolyte}}$ assuming a "perfect" counter-electrode (e.g. LiCoO$_2$) which does not consume much liquid electrolyte, in computing $g_{\text{auxiliary}}$ for (1) and (3). In other words, we try to build a "Gedanken full cell" based on the cathode/anode half-cell test data, to define the MG standard.

In a similar vein, it is worth mentioning that nanomaterials are not always the answer for improving full-cell energy density. Indeed, for cathodes it has long been appreciated that single crystal grains of few microns in size could be the optimum for volumetric energy density, due to the higher tap density and lower surface area. From the point of view of improving the rate performance and half-cell cycle life, nanostructuring is generally beneficial because the solid-state diffusion distance is reduced, and nanomaterials generally have better strain-tolerance ("smaller is stronger" [56]) due to the altered defect nucleation/propagation and population dynamics. However, if there is greater exposed surface area from open pores, nanoparticles can have severe drawbacks (as will be discussed later in detail, when Coulombic inefficiency is introduced) on the full-cell cycle life, as the balance with the counter electrode and electrolyte can be more easily broken, like the proverbial "bad partner". For anode nanomaterials, often the LiCoO$_2$ partner or the electrolyte first gets depleted in full-cell cycling.

Currently, most nanomaterials have low nominal density (the as-synthesized nanopowders have tap density typically $< 0.5$ g/cm$^3$). So even if the gravimetric specific capacity is impressive (for example $\sim$1000 mA h g$^{-1}$), the volumetric capacity may be much less impressive. For high-capacity anode materials the competition is graphite (360 mA h g$^{-1}$), whose electrode density is 1.6 g/cm$^3$. If the anode paste has anode nanomaterials density 0.4 g/cm$^3$, even with 1400 mA h g$^{-1}$ capacity it will still have worse volumetric specific capacity than graphite. This will most likely exclude this material from being used in phones, laptops, or automotive batteries.

Given above, another critique of the present battery nanomaterials literature is that these packing densities and electrode thicknesses are often not reported. In order to assess whether a reported material might be useful for commercial use, it is essential for researchers to report the tap density and compressed density (or the thickness before and after calendaring, and also after battery cycling) of the nanomaterial electrode. Similar to (1)-(6), we can define

$$MV_{\text{aa}} = \frac{mAh_{\text{aa}}}{cm^2_{\text{aa}} + cm^2_{\text{auxiliary}}}$$

(7)

to track the volume of the anode-active particles and auxiliary contents, where $cm^2_{\text{auxiliary}}$ includes the volumes of the liquid electrolyte, SEI, current collectors, separator, and binders/conductive agents on both sides, as well as possible void/gas bubble spaces that could be present from the beginning or generated during cycling. Similarly, we can define

$$MV_{\text{ca}} = \frac{mAh_{\text{ca}}}{cm^2_{\text{ca}} + cm^2_{\text{auxiliary}}}$$

(8)

for the cathode. The full-cell volumetric performance is then

$$MV_f = \frac{1}{\frac{1}{MV_{\text{aa}}} + \frac{1}{MV_{\text{ca}}}}.$$  

(9)

considering the anode, electrolyte, and cathode operate in series. For example, the full-cell volumetric energy density is expected to be

$$[\text{Average Voltage(ca)} - \text{Average Voltage(aa)}] \times MV_f.$$  

(10)

### 2.2. Electrochemical characterizations

Electrochemical testing techniques, including half-cell cycling, capacity-matched full-cell cycling, cyclic voltammetry (CV), electrochemical impedance spectroscopy (EIS), galvanostatic intermittent titration technique (GITT), etc., are commonly used to characterize high-capacity anode materials. It is critically important to provide physical interpretations of these testing results for mechanistic studies.

In half-cell cycling, the active material to be tested is paired against a superabundant source of cycleable Li, usually Li metal chips, with a thickness on the order of 100–400 μm. Solid lithium metal has volumetric capacity of 2060 mA h/cm$^3$ (3884 mA h g$^{-1}$ × 0.53 g/cm$^3$). Therefore, to provide 1 mA/cm$^2$ areal capacity, only ~5μm thick of fully dense Li metal is needed, in contrast to ~20 μm thick of LiCoO$_2$ paste or graphite paste in battery industry. Typical active material used in half-cell tests has a loading of ~2 mg/cm$^2$. Take an anode with capacity ~1000 mAh g$^{-1}$, the areal capacity required for first-cycle lithiation (assuming the anode comes with no cycleable Lithium) is 1000 mAh g$^{-1}$ × 2 mg/cm$^2$ = 2 mAh/cm$^2$. Thus
a 10 μm thick solid lithium metal would be sufficient for the first-cycle lithiation of the anode (2 mAh/cm²), and a Li metal chip with thickness 400 μm would be 40× in excess.

Lithium metal is electronically conductive and typically has low polarization (the charge-transfer resistance $R_{ct}$) despite SEI formation on its surface. For this reason, lithium metal has been widely used as the counter-electrode as it supports quite accurate absolute voltage report of the working electrode in 2-terminal tests. However, lithium metal has a mossy growth problem when lithium is deposited back from anode (as anode is being delithiated). Based on electron microscopy and optical microscopy observations, lithium metal electrodes undergo surface morphology instability and surface area proliferation when lithium is deposited back, with at least three modes: root-grown lithium whisker, root- and tip-grown mossy lithium, and tip-grown dendrite, depending on the local conditions [57]. The morphological changes do not affect half-cell test results for anode/cathode, as long as there are plenty of electrolyte and lithium metal left in the half-cell. However, when soluble redox mediators (SRM) from the reductive decomposition of the liquid electrolyte come into play, it would affect the rigorous interpretation of the Coulombic Efficiency (CE).

As explained in Section 1, an ideal battery works based on the assumption that the electrolyte does not transport free electrons. But if a liquid electrolyte can solvate both SRM and SRM$^{m-}$, where SRM and SRM$^{m+}$ are two redox charge states of a soluble molecule, the following “shuttling” may occur: SRM can be oxidized (SRM $\rightarrow$ SRM$^{m+}$) when contacting the cathode; then because SRM$^{m+}$ is soluble in the liquid electrolyte, SRM$^{m+}$ may diffuse to the anode, where it gets reduced (SRM$^{m+}$ $\rightarrow$ SRM); since SRM is also soluble, SRM may diffuse back to the cathode surface and repeat the process. This way, “free electron” is effectively leaked through the liquid electrolyte from the anode to the cathode. A well-known example of SRM/SRM$^{m+}$ would be Fe$^{2+}$/Fe$^{3+}$ in aqueous medium, since both the ferrous and ferric forms of Fe cation are soluble. Note that SRM/SRM$^{m+}$ do not have to be consumed in the shuttling: they can just form an equal and opposite flux in the electrolyte at steady state. Such SRM shuttling has been revealed in multiple battery contexts, and they are even designed as artificial additives to achieve certain voltage-shunting characteristics [58,59].

We have previously mentioned that the working voltages of many anode materials (Si, Sn, Ge, Al, and Li, etc.) fall below the electrochemical stability window of the liquid electrolyte, suggesting that the electrolyte molecules can decompose when contacting any exposed (meaning without SEI) electron-conductive surface on the anode side by accepting electrons from it. However, the decomposition reactions are complex, and not all decompositions result in solid SEI formation. Some soluble species may be generated and could play the role of SRM/SRM$^{m+}$, even only temporarily. When Lithium metal is used as the working or counter electrode, with the continuous proliferation of surface areas and fresh electrolyte decomposition, SRM/SRM$^{m+}$ may be continuously produced and released into the liquid electrolyte. Note also that the high volume expansion of anode/cathode can break the hermeticity (liquid-tightness) of SEI, and create transient opportunities for existing SRM/SRM$^{m+}$ to contact electron-conducting surfaces and transfer electrons.

Indeed, all electrode materials with tendency for morphological instabilities and too-low or too-high working voltage (below 1 V or above 4.5 V vs Li metal) may present this problem. With volume change, stress relaxation, and exposure of fresh conductive surface, SRM/SRM$^{m+}$ may be continuously released/turned over into the liquid electrolyte, along with the buildup of solid SEI passivation. In addition, a lot of the electrode materials were synthesized hydrothermally, and even after high-temperature treatment they may still contain protons in the material. These protons and other elements may also be released into the electrolyte during morphological changes and can cause parasitic reactions that consume free electrons in unexpected ways.

Typical battery cell is cycled galvanostatically within fixed voltage range $[U_{\text{min}}, U_{\text{max}}]$, with a voltage upswing $U_{\text{min}} \rightarrow U_{\text{max}}$ half cycle and a voltage downswing $U_{\text{max}} \rightarrow U_{\text{min}}$ half cycle. Inside the idealized electrolyte used in an idealized battery, only Li$^+$ would be transported and stowed in a non-blocking manner. However, salt anions like PF$_6^-$ or TFSI$^-$ in the electrolyte may diffuse even faster than Li$^+$ in liquid electrolyte due to smaller solvation shells. But in an idealized battery these anions are neither emitted from nor accepted into the electrodes (blocking), which can only host Li$^+$/polarons. Ignoring capacitive contributions from all other ions (proportional to the electrochemical surface area; also, capacitive contributions are highly reversible between voltage upswing and downswing) in such idealized battery cell, the number of electrons ($Q$) that is passed through the outer circuit must be rigorously equal to the number of Li$^+$ ions transmitted through the liquid electrolyte. The idea of “Coulomb titration” is that we can infer what happens to the Li$^+$ ions by collecting electron flow statistics.

Take graphite as the anode and LiCoO$_2$ as the cathode, in the first half-cycle charging from $U_{\text{min}} \rightarrow U_{\text{max}}$, $Q_{\text{charge}}$ electrons are metered to flow through the outer circuit. This would imply, based on the reasoning above, that $Q_{\text{charge}}$ Li$^+$ ions are transferred from cathode to anode through the liquid electrolyte. In the discharging half-cycle $U_{\text{max}} \rightarrow U_{\text{min}}$, $Q_{\text{discharge}}$ electrons are metered to flow back through the outer circuit. This would imply, based on the reasoning above, that $Q_{\text{discharge}}$ Li$^+$ ions returned from the anode to the cathode through the liquid electrolyte. What does it mean if $Q_{\text{charge}} \neq Q_{\text{discharge}}$? The “Lithium titration hypothesis” above would imply that there is a net transfer of Li$^+$ from cathode to anode (if $Q_{\text{discharge}}/Q_{\text{charge}} < 1$) or from anode to cathode (if $Q_{\text{charge}}/Q_{\text{discharge}} > 1$) within a full cycle. Such would be a Coulombic Efficiency (CE) problem, similar to trade imbalance between two countries. If we define the Coulombic Efficiency of the nth full-cycle as:

$$CE_n \equiv Q_{\text{2nd half cycle}}(n)/Q_{\text{1st half cycle}}(n),$$

where 1st half cycle is the charging process and 2nd half cycle is the discharging process for the LiCoO$_2$/graphite case here, and define the Coulombic Inefficiency (CI) as its complement:

$$CI_n \equiv 1 - CE_n.$$
Then persistent positive signs of CI tend imply persistent transfer of Li$^+$ (and accompanying electron) from the cathode to anode side. Vice versa, persistent negative signs of CI$_n$ would normally imply a net transfer of Li atoms from anode to cathode over full cycles (this would only make sense if the anode side has cycleable Li atom to begin with, like solid Li metal anode with certain excess).

The Coulombic Inefficiency is often interpreted to characterize SEI formation and loss of cycleable Lithium, an irreversible damage accumulation phenomenon like fatigue that gradually drives a system out of balance. The reasoning is as follows: suppose the Lithium titration hypothesis – that is, there is one-to-one correspondence between electron flow in outer circuit and cycleable Li$^+$ flow through the electrolyte – holds, then the reason that smaller number of cycleable Li returns from one side is likely that they get trapped on the other side, namely they have turned non-cycleable. For the sake of discussions, take, for example, superabundant lithium metal as the anode and some form of Sn nanostructures as the cathode. This cell actually discharges first, so in the 1st half cycle Sn gets lithiated by discharging, and in the 2nd half cycle SnLi$_x$ gets delithiated by charging. The following sequence of electron flow numbers are measured for $n = 1, 2, 3, \ldots$ cycles:

$$Q_{\text{discharge}}(1), Q_{\text{charge}}(1), Q_{\text{discharge}}(2), Q_{\text{charge}}(2), \ldots, Q_{\text{discharge}}(n), Q_{\text{charge}}(n), \ldots$$ (13)

Even though SEIs form on both the anode and the cathode, because of the superabundant Lithium (like “40× in excess”) the anode should have no problem delivering Lithium out or accepting Lithium for foreseeable number of cycles, whenever the local voltage demands it. However, the cathode might have problem in accepting Lithium, due to disruption of conductive anode should have no problem delivering Lithium out or accepting Lithium for foreseeable number of cycles, whenever the 1st cycle, since LiCoO$_2$ is very heavy and expensive (on a molar basis, Co is 5× more expensive than Li). Unlike in half-cell tests where there is superabundant Lithium, in such full cell the cycleable Lithium is severely rationed, because for the each cycleable Lithium atom (which is already expensive) we need to bring an even more expensive and heavy Co atom on the LiCoO$_2$ side. Now imagine what will happen if we lose 0.5% Lithium from LiCoO$_2$ to SEI of the Sn nanostructure every cycle. This would mean with every full cycle, 0.5% of the Co atoms on LiCoO$_2$ no longer can be matched with Li when $U_{\text{min}}$ is reached: they stay “widowed” at charge state Co$^{4+}$. It is easy to show then:

$$(0.995)^{200} = 0.367,$$ (20)
which means at the 200th cycle only 36.7% of the Co atoms on the LiCoO2 side can undergo Co^{4+} → Co^{3+} transformation as smaller and smaller number of cycleable Lithium come in. Note that in this scenario, both the Sn nanostructure and LiCoO2 can stay structurally perfectly healthy: there does not have to be any change in $R_{\text{Ohm}}$, $R_W$, and $R_a$ or the active particles themselves. It is just that significant amount of the cycleable Lithium inventory that LiCoO2 brought with is now trapped irreversibly in the SEI debris, which may have already fallen off of the Sn anode surface due to spallation. To test whether this is true, one can disassemble the full cell, take out the LiCoO2 electrode, and pair it against Li metal, and see whether the half-cell capacity of the LiCoO2 electrode fully recovers. If it does, we can bring back this re-lithiated LiCoO2 against the Sn electrode, and we should recover our original $n = 1$ capacity again.

The above is just a hypothetical scenario. Nonetheless people use this guideline in industry. Since $(0.999)^{200} = 0.818,$ (21)

and 80% capacity retention is the definition of cell life. Eq. (21) justifies the battery industry lore that one would need $C_{E_{\text{stabilized}}} = 99.9\%$ ($C_{L_{\text{stabilized}}} = 0.1\%$) in order to enable a Li-matched full cell to cycle 200 times.

The above estimations show that, generally, graphing $C_{E_n}$ on a linear scale (especially from 0 to 1) is not a good way to present the data since huge difference in full-cell life performance can be expected between CE 99.5% and 99.9%, or even between CE 99.9% and 99.99%. A $C_{E_{\text{stabilized}}} = 99\%$ from half-cell test is often not an acceptable number: it suggests the electrode being tested could be wasting away 1% of the cycleable Lithium per cycle, so the “live” lithium inventory of a Li-matched full-cell could be more than halved in 70 cycles, and the full cell is expected to die out of lithium exhaustion (or by closely related mechanism of electrolyte dryout), even if the cathode and anode stay structurally healthy themselves. One really needs to know whether $C_{E_{\text{stabilized}}} = 99.9\%$ or 99.99%. But this is hard to tell graphically from a linear-scale plot of the $C_{E_n}$ data. Unfortunately, this paradigm of graphing $C_{E_n}$ on the right on $[0,1]$ linear axis alongside plotting “capacity decay” (14) on the left axis with $n$, has really proliferated in the literature. Many researchers also insinuated, wrongly, that $C_{E_{\text{stabilized}}} > 99\%$ means good performance. We here strongly recommend plotting $C_{L_{\text{stabilized}}}$ instead, and also on a logarithmic scale, as illustrated below.

Having noted the critical importance of the Coulombic Efficiency or, rather, Inefficiency, for influencing full-cell cycling performance of the testing electrodes, we want to qualify that the connection between $C_{E_n}$ and SEI/irreversible lithium exhaustion is not always true. Even though there is often positive correlation between the two mechanistically, the correlation coefficient could vary anywhere from close to 1 to close to 0. This is because the arguments made above for ideal electrolytes, though helpful qualitatively, are not rigorous for real electrolytes and cells.

Firstly, the Lithium titration hypothesis does not hold rigorously, as shown in the previous SRM/SRM” discussions. There could be other soluble, redox-capable species in the liquid electrolyte besides Li⁺, which may exist permanently or temporarily, especially when the solid electrode contents on either side undergo morphological disruptions and expose fresh conductive surfaces that can react with the liquid, release these species, and provide/accept electrons. In the molten-salt battery literature, there exist full-cell battery demonstrations that can cycle for thousands of cycles with $C_{E_{\text{stabilized}}} = 99\%$, violating predictions like [20] [60]. This is understood as being caused by the small but finite solubility of neutral metal atoms (as well as metal cations) in the molten-salt, forming soluble SRM/SRM” couples. This particular battery chemistry involves no SEI and very little irreversible side reactions. In addition, in the Li-Sulfur [61] and Li-oxygen battery literature, it has been shown that with SRM/SRM” the cell can be charged indefinitely, to $2 \times 10^{-5}$, even $100 \times$ the discharge capacity [62], meaning the CE can be tuned to as low as one wants (like 4%). Yet a lithium-matched battery full cell has been demonstrated to cycle for hundreds of cycles, which is clearly impossible with predictors like (20). Finally, rechargeable batteries can self-discharge: that is, over a long timescale like months, a fully charged battery can lose energy even though there is no exterior electron flow. So over this long timescale, these batteries can manifest Coulombic efficiency $\leq 1$, but with little permanent damage. The gist of these examples is while that the “trade imbalance” in the electrons metered through the outer circuit reflects side reactions, not all side reactions are irreversible. Some of these side reactions are indeed irreversible, such as the formation of solid SEI that ties up cycleable lithium and dries out the electrolyte, the kind of reactions we want to avoid. But there could also be reversible side reactions that do not cause permanent damage to the cell and can use up some of the “lost electrons”, complicating the interpretation of $C_{E_n}$.

Philosophically, we should ask whether it is reasonable to expect to infer all information regarding both electrodes, based on only the exteriorly metered Coulombic titration data. The answer seems to be No. The data sequence contained in Eq. (13) gives us hints about the mechanisms, but an assured physical interpretation would require many other in operando or post-mortem characterizations, for example direct measurement of individual electrode weight gain using Electrochemical Quartz Crystal Microbalance (EQCM), gas release using Differential Electrochemical Mass Spectrometry (DEMS), etc., and a variety of imaging and diffraction techniques, on both electrodes. This motivates the remaining sections of this chapter.

Even though (14) and (16) were presented as complementary information, there can also be causal relation between “capacity decay” in (14) and CE sequence in (16), as the extra volume from SEI growth and shedding can certainly disrupt $R_{\text{Ohm}}$, $R_W$, and $R_a$. These physical mechanisms can be individually characterized by EIS, where the linear-response (small $\Delta U$) characteristics of an electrode is probed as a function of the frequency $\omega$, at any given state of charge (SOC) of the electrode. The $\omega \rightarrow 0$ asymptote (Warburg rise $R = 1 + \sigma_{\text{Warburg}} \omega^{1/2}$) is more similar to battery operation, which requires accommodation of Li⁺/polaron in the active particles, and thus provides information regarding transport within the anode or cathode particles [63]. The $\omega \rightarrow \infty$ response on the other hand requires rapid motion of Li⁺ in electrolyte and electrons in conductive

\[ R = 1 + \sigma_{\text{Warburg}} \omega^{1/2} \]
networks, therefore the $\omega \to \infty$ intercept of EIS provides information regarding long-range percolative transport $R_{\text{Ohm}}$, which may certainly be disrupted by the growth and shedding of SEI debris. The half-circle in between (or multiple half-circles) of EIS spectrum characterizes the interfacial redox reactions $R_{\text{ct}}$ which are local, some of which reflects surface adsorption of reaction intermediates and electrocatalysis kinetics [64], that may also be changed by SEI buildup. This means after battery cycling, and upon charging/discharging to certain SOC, EIS could give us more detailed information regarding possible physical mechanisms of degradation.

CV can also be performed on either the anode or the cathode, or the electrolyte individually. It probes the large-$D$ non-linear response of these components. For example, if there are SRM/SRM$^m+$ generated in the electrolyte during half-cell or full-cell cycling, we could disassemble the cell and wash out the electrolyte, and perform CV on the isolated liquid electrolyte. We should be able to see the SRM$^m+$ redox peaks, just like we can see the Fe$^{2+}$ $\leftrightarrow$ Fe$^{3+}$ redox peaks in aqueous medium. Seeing these soluble redox mediators in action does not require hosting electrodes, so Pt electrode should work. Also, if the electrode surface has some electro-catalytic/passivation effect on electrolyte side reactions, we should be able to see shifts in the reduction or oxidation peaks in their CVs compared to using Pt electrode. These experimental tools complement the half-cell or full-cell cycling data in determining the battery degradation mechanisms.

Fig. 4 shows the $\{C_{\text{L}}\}$ data of a high-capacity self-healing LIB anode, Si@TiO$_2$ yolk-shell powders, which will be further reviewed in Section 5.5. The Coulombic Efficiency, or rather the Coulombic Inefficiency data, is presented in the recommended format of a semi-logarithmic plot versus the cycle number $n$. Several levels of performance can be noted: 99.5% (blue line), 99.9% ($10^{-3}$), and 99.99% ($10^{-4}$). The particular electrochemical testing station outputs four effective digits for the Coulombic Efficiency, so the highest-precision machine readout for a cycle is CE = 0.9999 or CE = 1.0001 are the limiting readouts. Even though the Si@TiO$_2$ anode first hits the machine precision of the electrochemical testing station in $\sim$300 cycles, and a relentless logarithmic downward trend can be seen in the cloud of points, suggesting self-healing of Si@TiO$_2$ in earnest in the first few hundred cycles. For $n > 800$ there is about equal number of red and green circles around machine precision, indicating the Coulombic Efficiency has become $>99.99\%$. This indicates self-healing has achieved a high degree of perfection. Not all materials can reach such perfection by repairing. Some materials have $\{C_{\text{L}}\}$ that may rise again after a few hundred cycles. In (b) and (c), we look at the transient $C_{\text{L}}$ of the first tens of cycles, for both the half cell and full cell (matched against LiCoO$_2$). In (d), the Coulombic Inefficiency Cumulant $\{C_{\text{IC}}\}$ is computed, and compared with the actual capacity decay of the LiCoO$_2$/Si@TiO$_2$ full cell. It is seen that the $C_{\text{IC}}(\text{half cell}), C_{\text{IC}}(\text{full cell})$ and capacity decay (full cell) largely correlate with each other, but both $C_{\text{IC}}(\text{half cell})$ and $C_{\text{IC}}(\text{full cell})$ give more pessimistic predictions than the actual full-cell performance. Taken from [65].

![Fig. 4. A recommended scheme of graphing and analyzing Coulombic Inefficiency $\{C_{\text{L}}\}$ data. In (a), one graphs $|C_{\text{L}}|$ on a semi-log plot versus cycle number $n$. Red circles mean $C_{\text{L}}>0$, green circle means $C_{\text{L}}<0$, for a high-capacity Si-containing anode material Si@TiO$_2$ that has self-healing ability.](image-url)
cracked, and the liquid electrolyte will flood some active Si yolks. This causes significant loss in the initial Coulombic efficiencies, in half-cell test against superabundant lithium (Fig. 4b), or in full-cell tests with 3mAh/cm² commercial LiCoO₂ cathode (Fig. 4c). Note that the initial lithiation capacity of the crushed Si@TiO₂ was selected to be \( Q_{\text{re}}(n = 1) = 3\text{mA h/cm}^2 \) too, so it was designed to be perfectly balanced with the 3 mA h/cm² commercial LiCoO₂ cathode in the first half cycle. But with such a large initial CI loss, the full cell is expected to become significantly imbalanced in the first tens of cycles. To adopt a uniform notation, the sequence of electron flows we measured for both half-cell and full-cell tests are defined to be:

\[
Q_{\text{re}}(1), Q_{\text{ox}}(1), Q_{\text{re}}(2), Q_{\text{ox}}(2), \ldots, Q_{\text{re}}(n), Q_{\text{ox}}(n), \ldots
\]

(22)

where "re" means “reduction” or lithiation of the Si@TiO₂, and “ox” means “oxidation” or delithiation, between fixed voltage thresholds \( U_{\text{min}} = 0.01 \text{ V}, \ U_{\text{max}} = 1.0 \text{ V}. \) For full-cell cycling that is initially perfectly lithium-matched, we define the actual capacity fade ratio as

\[
F_n \equiv \frac{1}{Q_{\text{re}}(1)} [Q_{\text{re}}(1) - Q_{\text{ox}}(n)].
\]

(23)

This tracks the actual performance of the full cell (including the 2nd half of the first cycle), which is what a commercial producer would care about. \( F_n \) is plotted in Fig. 4d as the blue dot, which is indeed rapidly rising in the first tens of cycles, due to trapping of cycleable lithium in SEIs.

---

**Fig. 5.** Crushed Si@TiO₂ electrode vs Si@aC electrode. (a) Full-cell performance of crushed Si@TiO₂ cluster anode (2.1 mg/cm²) paired with commercial 3 mA h/cm² LiCoO₂ cathode. (b) SEM image of Si@TiO₂ crushed electrode (30 MPa) after 100 cycles (full cell). Left part is with SEI and right part is after ion beam etching. (c) SEM image of Si@aC crushed electrode (30 MPa) after 50 cycles. (d) Relative peak intensity (Si, Ti, F, and Li) of Si@TiO₂ cluster electrode after 1500 cycles discharging and charging measured by X-ray photoelectron spectroscopy (XPS) during 3 ion sputtering times. Time 0 means before sputter. (e) Electrode thickness variation. (f) Volumetric specific capacity of Si@TiO₂ vs. commercial graphite. Taken from [65].
However, with repeated electrochemical cycling, something happens to the \( \{C_{\text{establized}}\} \) data of crushed Si@TiO\(_2\), in contrast to similarly crushed Si@aC, which is a yolk-shell powder with amorphous carbon (aC) shell. We may define

\[
C_{\text{establized}} \equiv \lim_{n \to \infty} \frac{1}{2M+1} \sum_{n-M}^{n=M} C_{\text{establized}}', \quad C_{\text{establized}}' \equiv \lim_{n \to \infty} \frac{1}{2M+1} \sum_{n-M}^{n=M} C_{\text{establized}}'
\]

where \( 2M + 1 \) is a running-window average. From Fig. 4a we see that it is possible that \( C_{\text{establized}} \) of crushed Si@TiO\(_2\) could become better than 99.99%. In contrast, Si@aC never reached CE = 99.9% before the full cell died.

This is interpreted as the following: with repeated volume expansion/shrinkage of the Si yolks, there is a pumping action that ejected the electrolyte out. Simultaneously, there is a self-repair action where the cracks on TiO\(_2\) shell were gradually glued with naturally formed SEI since cycling begins, to make the crushed system more and more hermetic. The eventual degree of perfection of this self-repair and hermiticity against liquid electrolyte invasion should be amazing, as reflected in \( \{C_{\text{establized}}\} \). On the semi-log plot of Fig. 4a where red circles mean \( C_{\text{establized}} > 0 \) and green circle means \( C_{\text{establized}} < 0 \), we see that the crushed Si@TiO\(_2\) beats the blue line of CE = 99.5% in ~20 cycles. Instead, Si@aC takes about 200 cycles to get to 99.5%. Later, we see that the crushed Si@TiO\(_2\) hits the machine precision of the electrochemical testing station in ~300 cycles, in a relentless log-arithmetic downward trend shown in Fig. 4a. This means, qualitatively, that the self-healing of Si@TiO\(_2\) happened in earnest in the first few hundred cycles. After \( n > 800 \), there is about equal number of red and green circles around machine precision, meaning the Coulombic Efficiency of crushed Si@TiO\(_2\) has become "better than 99.99%". This means self-healing/self-sealing can ultimately achieve an astonishing degree of perfection. Not all nanostructured materials can reach such perfection, as we have seen that some high-capacity anode materials have \( \{C_{\text{establized}}\} \) rising again after a few hundred cycles, and have never touched 99.99%. Corroborating the \( \{C_{\text{establized}}\} \) data, when we opened up the Si@aC anode after 100 cycles, we see the originally empty spaces between yolks and shells are completely filled with SEI debris (Fig. 5d), similar to the situation with unprotected Al anode where SEI keeps falling off [66]. Bad-CE anodes tend to be completely clogged by SEI debris after some cycling. This suggests that the aC shell, especially after pressing, cannot provide hermiticity against liquid electrolyte invasion: the self-healing action is too weak. We speculate this is because of the weaker bonding between aC and the SEI to be cycling. This suggests that the aC shell, especially after pressing, cannot provide hermiticity against liquid electrolyte invasion: the self-healing action is too weak. We speculate this is because of the weaker bonding between aC and the SEI to be cycling. This suggests that the aC shell, especially after pressing, cannot provide hermiticity against liquid electrolyte invasion: the self-healing action is too weak. We speculate this is because of the weaker bonding between aC and the SEI to be cycling.

To check quantitatively how the actual capacity decay \( F_n \) defined in (22) correlates with the past Coulombic inefficiencies, we can define a "Coulombic Inefficiency Cumulant (CIC)”, as

\[
CIC_n \equiv \frac{1}{Q_{\text{re}}(n)} [Q_{\text{re}}(1) - Q_{\text{ox}}(1) + Q_{\text{re}}(2) - Q_{\text{ox}}(2) + \cdots + Q_{\text{re}}(n) - Q_{\text{ox}}(n)]
\]

\[
= C_1 + \frac{Q_{\text{re}}(2)}{Q_{\text{re}}(1)} C_2 + \cdots + \frac{Q_{\text{re}}(n)}{Q_{\text{re}}(n-1)} C_n
\]

CIC\(_n\) aims at tracking how much cycleable Lithium is lost to SEI formation, if the Lithium titration hypothesis holds rigorously. Both CIC\(_n\) and \( F_n \) are computable based on experimental data (21), and plotted against \( n \) in Fig. 4d. We see that if \( Q_{\text{re}}(n+1) = Q_{\text{ox}}(n') \) holds rigorously for all \( n' \), then there would be

\[
CIC_n = F_n
\]

exactly. However we find that Eq. (26) does not hold exactly in reality. Instead, the left-hand side of (27) is on average larger than the right-hand side of (27). This is difficult to reconcile with the Lithium titration hypothesis, because if true it would mean the LiCoO\(_2\) side keeps outputting more Lithium than receiving for the same full-cell voltage range. This then causes the actual \( F_n \) to be "more optimistic" than CIC\(_n\) quantitatively. In the initial few cycles, CIC\(_n\) tracks \( F_n \) quite well, for our Si@TiO\(_2\)/LiCoO\(_2\) full-cell battery, but then CIC\(_n\) starts to deviate significantly from \( F_n \) in the later cycles. At the end of the 100th cycle, CIC\(_n\) of the half cell and CIC\(_n\) of the full cell both predict ~65% capacity decay. But the actual full-cell capacity decay is only 45%. Hence, the CIC\(_n\) prediction is overly pessimistic by about 50% (65/45 = 1.44). In other battery contexts, we have found CIC\(_n\) prediction can be overly pessimistic by few hundred percent or more. This means CIC\(_n\) provides qualitative, but not quantitative prediction of cell death by lithium exhaustion, and predictions like (20) can be overly pessimistic.

The thickness of a high-capacity electrode can show significant variations at different stages of preparation and use. Present cell designers put stringent requirements on how much the thickness can change, which can become a safety issue since the current collectors and separators may have to move in order to adjust to the thickness change of one electrode. The normal requirement from industry is that the anode thickness cannot expand more than 50% (e.g. 50 \( \mu \)m anode after calendering can become no more than 75 \( \mu \)m after 1000 cycles). In the example above, before calendering, the thickness of Si@TiO\(_2\) powders laid on the Cu foil was 50 \( \mu \)m, which decreased to 14.7 \( \mu \)m after hard pressing, when some TiO\(_2\) shells are broken/cracked. After a night of immersion in liquid electrolyte, the thickness swelled to 16 \( \mu \)m (Fig. 4f). Surprisingly, after assembling a full cell versus 3 mA h/cm\(^2\) commercial LiCoO\(_2\), it still showed decent performance, exhibiting stable cycling at industrially meaningful areal capacity and current density, under severe lithium rationing. For a relatively high areal loading
of Si@TiO$_2$ active content (2.1 mg/cm$^2$), with first discharge capacity $Q_{\text{1st}}(1) = 3$ mA h/cm$^2$, the lithium-matched full cell still outputs 1.6 mA h/cm$^2$ after 100 cycles, at a current density of 0.7 mA/cm$^2$. The thickness of the electrode increased by 22% (16 → 19.5 μm) after the first lithiation. After $n = 20$ (past lithiation half cycle), when the CE became as high as 99.5%, the electrode thickness was still about 17.2 μm. From 20th (lithiation stage) to 100th cycle (delithiation stage), the electrode thickness increased by only 0.6 μm (3.4%), which means there was almost no electrode volume change in the later cycles, meeting the design criterion on electrode thickness change. Based on the areal capacity (1.6 mA h/cm$^2$) and electrode thickness (17.8 μm) at $n = 100$, the volumetric capacity of the crushed-and-cycled Si@TiO$_2$ electrode is about 1100 mA h/cm$^3$, two times the volumetric capacity of commercial graphite.

The main drawback of this self-healing high-capacity material (both gravimetric and volumetric) is that despite the final degree of perfection, it takes too long (few hundred cycles) and too much cycleable lithium (~50%) to get there. But the analysis above points to measures, such as pre-lithiation using sacrificial lithium sources and structural improvements of the nanomaterials, may overcome the hurdle. Furthermore, the presented analysis methods (MG/MV metric, semi-logarithmic plot of (C$_l$), C/C$_0$ vs F$_n$ comparison) provide tools for mining the electrochemical data as thoroughly as possible. While the half-cell cycling data, lithium-rationed full-cell cycling data, CV, EIS, GITT etc. cannot tell us everything about what happens inside the electrodes, when complemented by detailed microstructural characterizations to be introduced next, it is possible to reveal the mysteries about the inner workings of a battery cell, and come up with mitigation strategies to improve the expected full-cell performance.

2.3. In-situ SEM/TEM studies

Performance characterization and diagnosis of rechargeable batteries have often relied on cell-level tests, assisted by the post-mortem TEM/SEM characterization of lithiated/delithiated products. The real-time information of phase transformation and microstructural evolution, particularly the dynamics of the buried interfaces in electrodes during charge-discharge cycles, are more challenging to acquire but helpful for mechanistic understanding (see sections above). To enable in-situ diagnosis of battery degradation at the nanoscale, several experimental techniques have been developed. Among these techniques, in-situ TEM provides high spatial resolution for unique characterization of microstructure changes in electrodes during the electrochemical processes, critical for degradation analysis.

Huang et al. developed the first nanoscale battery suited for in-situ TEM testing and characterization of electrode materials in contact with liquid electrolyte [18]. This nanobattery platform adopts an open-cell configuration, in contrast to the sealed-cell configuration, by using vacuum-compatible electrolytes, which are either ionic liquids with a negligible vapor pressure (Fig. 6a) or Li-containing solid-state electrolytes (Fig. 6b). The liquid cell (Fig. 6a) consists of single nanowires (NWs) of a few microns length as the working electrode and ionic liquid (ILD) as the electrolyte [18]. The solid cell (Fig. 6b) consists of individual nanowires as the working electrode and Li$_2$O as the solid electrolyte (e.g., [34,43,47]). Since the solid electrolyte is a very thin layer (a few nm), the solid cell enables electrochemical cycling of single nanoparticles (NPs). For both cases, the working electrodes can be either anode or cathode, depending on the chosen counter electrodes. The open-cell configuration allows real-time and atomic-scale resolution microstructure investigation. Analytical TEM techniques such as electron energy loss spectroscopy (EELS), electron diffraction patterns (EDPs), and energy dispersive X-ray spectroscopy (EDS) can be concurrently performed for electronic, crystalline structure, and chemical composition analysis.

Electron beam (e-beam) heating, irradiation and other damages have become concerns for the in-situ TEM analysis. Comparisons between the in-situ and ex-situ electrochemical processes can be used to assess the e-beam effect. Experimental calibration has concluded that under the standard conditions the e-beam effect on lithiation and delithiation is negligible.

![Schematics of the open-cell configuration of the nanobattery platform for in-situ TEM characterization.](image)

*Fig. 6.* Schematics of the open-cell configuration of the nanobattery platform for in-situ TEM characterization. Lithiation initiates by applying a negative potential on the working electrode with respect to the counter electrode. (a) A liquid cell consisting of single SiNWs as the anode, ionic liquid electrolyte (ILE), and LiCoO$_2$ as the cathode. (b) A solid cell consisting of single NWs or NPs as the working electrode, bulk Li metal as the counter electrode, and the natively grown Li$_2$O as the solid electrolyte.
2.4. Measurement of mechanical properties

During electrochemical cycling, the electrode materials undergo a series of phase transformations, accompanied with strain and stress generation due to Li insertion and extraction. The mechanical properties and the level of the mechanical stress generated in the lithiated products depend on the charge state and Li concentration. Several experimental techniques have been adopted to characterize the mechanical properties at different states of charge, including in-situ tensile test of single nanowires [67,68], nanoindentation [69–71], wafer-curveurvature measurements of thin-film stress [72–75], and Raman microscopy [76]. Results from the mechanical measurements provide inputs for chemomechanical modeling.

In-situ tensile testing has been used to measure the mechanical properties of lithiated SiNWs [67,68]. The electrochemical lithiation and mechanical characterization were carried out in an immediate sequence within TEM or SEM, thereby eliminating any possible side reactions that may cause the microstructure or phase changes. Kushima et al. developed a dual probe, in-situ lithiation and tensile testing method for SiNWs [67]. Similar in-situ testing method was developed by Boles et al. [68]. From the load-displacement curves, the Young’s modulus, fracture strength, permanent plastic deformation, and creep parameters can be derived. While such in-situ testing is powerful and accurate, it is costly and difficult to operate, making systematic characterization unrealistic.

Nanoindentation is a powerful technique to measure the elasto-plastic properties of lithiated electrode materials and SEI, including the Young’s modulus, hardness, stress exponents in creep, and fracture toughness. Nanoindentation experiments are commonly conducted at ex-situ conditions under which the electrode material is first lithiated to a certain state of charge, then transferred into an oil-filled liquid cell to measure the mechanical properties within a nanoindentation holder [69,70,77,78]. Experimental data of nanoindentation for electrodes are informative in literature, yet there still exists a range of uncertainties in the accuracy of the obtained parameters. One technical challenge is a lack of reliable tools to characterize the behavior of electrodes under realistic and complex chemical conditions. The operation of battery electrodes is extremely sensitive to the environment, and a trace of oxygen or moisture could cause a number of undesired side reactions. It remains a challenge to perform nanoindentation measurements under precise control of the electrochemical reactions and free of undesired side reactions. In addition, ex-situ measurements miss the intimate coupling between electrochemical reactions and mechanics. In the real scenario of the electro-chemo-mechanical behaviors of electrodes, electrochemistry and mechanics proceed concurrently and influence each other [73,79,80]. For example, for a material under chemical reactions, the host atomic bonds are frequently broken and the valence state dynamically changes. The “material state” is different from the post-reacted structure even with the same composition. As such, the mechanical properties measured ex-situ under mechanical loading could be significantly different from that under in-situ concurrent electrochemical and mechanical loading.

The wafer-curveurvature method is an effective technique for measuring the stress evolution in a thin film electrode during in-situ lithiation and delithiation cycling. Li insertion and extraction result in a biaxial stress state in the thin-film electrode deposited on an elastic substrate. The thin film exerts forces on the substrate, causing it to elastically bend. The bending curve of the substrate can be monitored with a multi-beam optical sensor. The average stress in the film can be deduced from the substrate curvature using the Stoney’s equation. This curvature method has been utilized to measure the stress evolution in LiCoO2 and LiMn2O4 cathode [81,82] and more recently in amorphous Si (a-Si) thin-film anodes [83,84]. Pharr et al. have extended this approach to estimate the fracture toughness of lithiated Si and Ge [74,85,86]. Recently, Wang et al. have integrated the thin-film bending and nanoindentation tests to measure the fracture toughness of lithiated Si at different Li concentrations [75]. Reciprocal to the testing paradigm above where one imposes a potential and measure the mechanical responses, one could also impose cyclic mechanical bending displacement and measure the resulting electromotive potential/current, as an alternative diagnostic tool of electrode fatigue. This effect has also been exploited as an electrochemical way to harvest mechanical energy [87].

2.5. Multiscale and multiphysics modeling

Similar to the failure processes in other materials, chemomechanical degradation of electrode materials features phenomena occurring at different length and time scales, encompassing chemical reactions at the reaction front and fracture at a crack tip; the dynamics of point and line defects; the long-range interaction and organization of microstructures (such as dislocations and nanopores) at the mesoscale, the morphological evolution and fracture on the level of constituent material building blocks, and the interactions of the materials building blocks with binders and conductive agents (carbon black) at the electrode paste level. The multiscale and multiphysics nature of electrode failure presents a greater challenge to the theoretical and computational modeling.

Models at different length scales have been developed to characterize the degradation of battery materials. At the electronic structure level, ab initio simulations have been performed to extract the binding energy and the rate parameters (diffusivity, reaction rate, etc.) of Li in the host materials [88–98]. At the atomic scale, molecular dynamics (MD) with reliable force fields have been carried out to simulate phase transformations, phase-dependent material properties, microstructural evolutions, defect nucleation and motion [99–101]. At the continuum level, multiple field equations coupling chemical reaction, Li diffusion, deformation and stress generation can be solved to predict overall material deformation morphology and chemomechanical failure [53,54,73,79,80,102–118]. To achieve atomic-scale fidelity and at the same time obtain electrode-level morphology, it necessitates coupling these models across different length scales to understand the degradation mechanisms (e.g., [119]).
At the continuum level, Li transport and lithiation-induced stress are described by field variables, i.e., Li concentration \( c(x, t) \) and the Cauchy stress \( \sigma(x, t) \), respectively, both varying as functions of position \( x \) and time \( t \). Li transport in the host materials involves simultaneous Li diffusion and chemical reaction. The chemical reaction rate \( k \) is a function of the local Li concentration and mechanical stress state. On the other hand, Li concentration can be described by the classical conservation law, as

\[
\frac{\partial c}{\partial t} + \nabla \cdot \mathbf{j} = 0 \quad \text{in } V,
\]

where \( V \) is the volume occupied by the electrode and \( \mathbf{j} \) is the flux:

\[
\mathbf{j} = c(-\mathbf{M} \cdot \nabla \mu + \mathbf{v}_{\text{convection}}),
\]

consisting of Onsager diffusion contribution driven by the gradient of the diffusional potential of Li \( \mu \), in addition to the convective contribution due to motion of the lattice. Here \( \mathbf{M} \) is the mobility tensor of Li, which is generally a function of Li concentration. Similar to the chemical reaction rate, the diffusional potential of Li has contributions from the chemical, mechanical, and electrical components, i.e., \( \mu = \mu(c; \sigma; \phi) \), where \( \phi \) is the applied overpotential. Both the hydrostatic stress gradient and the change in the local material moduli contribute to the diffusional drive force \cite{120,121}. Whether the electrochemical lithiation process is limited by chemical reaction or diffusion is material specific and local stress-state dependent.

While mechanical stress mediates chemical reaction and Li diffusion, chemical insertion of Li generates strain and stress. In the finite-strain framework, the total stretch rate tensor \( \mathbf{d} \) is composed of three additive parts, \( \mathbf{d} = \mathbf{d}^c + \mathbf{d}^e + \mathbf{d}^p \), where \( \mathbf{d}^c, \mathbf{d}^e, \) and \( \mathbf{d}^p \) are the chemical, elastic, and plastic stretch rates, respectively \cite{80,102,115,122–126}. The chemical stretch rate \( \mathbf{d}^c \) due to Li insertion is proportional to the time increment of Li concentration \( \frac{\partial c}{\partial t} \), where \( b \) is the lithiation-induced dilational strain tensor. In general, \( b \) can be anisotropic and adopts different values in the three dilational directions \cite{102,127}. The elastic and plastic stretch rates and the elastic spin are related to the stress rates, formulating the constitutive relations for the elastic and plastic components, respectively. In particular, the pristine, unlithiated domain is modeled as an elastic material \cite{80,102,115,122–126}, while the lithiated phase is modeled as an isotropic, perfect elasto-plastic material or rate-dependent plastic material \cite{70,73,115,123,128–131}. The elastic constants are generally phase-dependent. The plastic stretch rate, \( \mathbf{d}^p \), obeys the associated \( J_2 \)-flow rule. Since the mechanical process takes place in a much shorter time scale than Li transport, it is often assumed that mechanical equilibrium is met instantaneously during the electrochemical process:

\[
\nabla \cdot \mathbf{\sigma} = 0 \quad \text{in } V.
\]

Solving the two coupled governing equations with appropriate boundary conditions gives rise to both time-varying Li concentration profile and stress distribution in the electrode materials.

While Eqs. (28) and (29) are formally applicable everywhere, practically the fields can contain discontinuities at phase boundaries across which different constitutive laws apply for different phase domains. So quite often, one needs to convert and solve (28) as a moving-boundary Stefan problem, and (29) converted to a traction continuity condition across the boundary. In these problems, one also needs to specify the boundary migration speed as a function of the thermodynamic driving force, and therefore the bulk transport or plasticity may or may not be the rate-limiting factor. In other words, the kinetics may be interface reaction-controlled (short-range), transport-controlled (long-range), or could be under mixed control, as in standard phase transformation theory.

**Fig. 7.** Different lithiation mechanisms in c-Si and a-Si. (a) Two-phase lithiation in c-Si. Lithiation of c-Si proceeds by the movement of an atomically sharp interface that separates the lithiated amorphous phase and the unlithiated crystalline core \cite{41,43}. (b) Two-step lithiation in a-Si \cite{44,134}, wherein a-Si is first lithiated to a-Li2.5Si by the two-phase mechanism in the first step, and to a-Li3.75Si by the single-phase mechanism in the second step.
3. Electrochemical lithiation and delithiation

3.1. Lithiation of Si

3.1.1. Two-phase lithiation of c-Si versus two-step lithiation of a-Si

Electrochemical lithiation of c-Si is temperature dependent, featuring temperature-dependent Coulometric titration curves and phase diagrams. When c-Si is lithiated at a high temperature (415 °C), four equilibrium phases, Li₁₂Si₇, Li₇Si₃, Li₁₃Si₄, and Li₂₂Si₅, sequentially form, resulting in a stepped galvanostatic voltage profile [132, 133]. The most Li-rich phase Li₂₂Si₅ corresponds to the highest theoretical capacity (4200 mA h g⁻¹). At room temperature, however, formation of equilibrium intermetallic phases is kinetically hindered. Instead, c-Si is often lithiated through a two-phase mechanism via solid-state amorphization [41, 43], wherein lithiation converts c-Si to an a-Li₃Si phase (x ~ 3.75) (see video v1). The two phases, the c-Si phase and the a-Li₃Si phase, are separated by an atomically sharp reaction front [41, 43, 72], i.e., the amorphous-crystalline interphase (ACI) of ~1 nm in width, as shown in Fig. 7a. The lithiation reaction front thus coincides with a phase boundary, across which an abrupt change of Li concentration occurs, and lithiation proceeds by phase boundary migration. The two-phase lithiation mechanism is originated from the necessarily high Li concentration to break up the

Fig. 8. Lithiation induced anisotropic swelling in c-Si. (a) Four c-SiNWs with different crystallographic orientations. Indices in the center represent the axial orientation, while those on the sides the orientations of the facets. (b) SEM (the first three columns) [29] and TEM (the last column) [43] images of fully lithiated crystalline c-Si structures, displaying anisotropic cross-sectional morphologies. (c) Anisotropic cross-sectional morphologies of lithiated c-SiNWs corresponding to the orientations shown in (a), predicted by the front-tracking finite element modeling [102]. (d1) Ledge-flow mechanism for the lithiation of c-Si reveals the atomic origin of the anisotropic swelling [41]. High resolution TEM image sequences showing the lithiation process by Li insertion into the spacing of the two neighboring {111} planes, leading to lateral ledge flow (marked by the color arrows) in the ACI and peeling off of the {111} planes (see the schematics on the side). (d2 and d3) MD simulations with ReaxFF showing the layer-by-layer dissociation in lithiation of Si (horizontal direction is [112]). The blue lines in (d3) show the peeling-off [111] planes.
strong Si–Si bonds at the reaction front. The lithiated \( \alpha \)-Li\(_{15}\)Si phase may suddenly crystallize to a \( \gamma \)-Li\(_{15}\)Si\(_4\). However, in most experiments \( \alpha \)-Li\(_{15}\)Si stays as the terminal phase, possibly due to the suppression of crystallization by the applied cutoff voltage during lithiation. The terminal phase Li\(_{15}\)Si\(_4\) at room temperature, either amorphous or crystalline, corresponds to a theoretical capacity of 3579 mA h g\(^{-1}\). During delithiation, the \( \alpha \)-Li\(_{15}\)Si\(_4\) phase is converted to \( \alpha \)-Si.

In contrast to the two-phase lithiation of \( \gamma \)-Si, lithiation of \( \alpha \)-Si involves a two-step process \([44,134]\) (see video v2). In the first step, lithiation proceeds by the movement of a sharp phase boundary between \( \alpha \)-Si and an \( \alpha \)-Li\(_{1-x}\)Si\(_x\) (\( x \approx 2.5 \)), i.e., a two-phase lithiation (Fig. 7b). The second step then occurs without a visible interface (i.e., single-phase lithiation), resulting in the terminal product \( \alpha \)-Li\(_{3.75}\)Si. After fully lithiation of \( \alpha \)-Si, delithiation and subsequent lithiation cycles proceed by a single-phase mechanism, indicating the essential difference in microstructures of the delithiated \( \alpha \)-Si and its pristine form prior to the first lithiation.

### 3.1.2. Anisotropic swelling of \( \gamma \)-Si

When lithiated to the terminal phases Li\(_{15}\)Si\(_4\) or Li\(_{22}\)Si\(_5\), Si undergoes \(-280\%\) and \(-300\%\) volumetric increases, respectively. The huge volumetric expansion may result in pulverization of the electrodes, delamination from the current collector, and cracking of the fragile SEI layer, causing irreversible capacity loss and low cycle life of the LIBs. Several independent studies have shown that lithiation induced swelling of \( \gamma \)-Si structures is highly anisotropic, with predominant expansion along the \( \langle 110 \rangle \) direction, in contrast to the isotropic swelling of \( \alpha \)-Si upon lithiation. Liu et al. first observed through in-situ TEM imaging lithiation-induced anisotropic expansion of a \( \langle 112 \rangle \) \( \gamma \)-SiNW with two \( \langle 110 \rangle \) and two \( \langle 111 \rangle \) side facets \([43]\) (Fig. 8a and b, the 4th column, and video v3). The measured expansion was 170\% along the \( \langle 110 \rangle \) direction, but less than 20\% along the \( \langle 111 \rangle \) direction. Assuming 280\% total volume expansion at room temperature, the axial expansion was \(-17\%\). The cross section of the fully lithiated \( \gamma \)-SiNW exhibited a dumb-bell shape. Lee et al. lithiated Si nanopillars of different axial and sidewall orientations \([29]\), as shown in Fig. 8a and b (the first three columns). From the pristine to the fully lithiated states, the cross-sections of the \( \langle 100 \rangle \), \( \langle 110 \rangle \), and \( \langle 111 \rangle \) nanopillars swelled, respectively, into the cross, ellipse, and hexagonal shapes, showing the anisotropic expansion. Goldman et al. \([28]\) fabricated micro-sized arrays of \( \gamma \)-Si beams on substrates, with exposed \( \langle 111 \rangle \) top surface and two \( \langle 110 \rangle \) sidewalls. Lithiation-induced expansion predominantly occurred along the two sidewalls, but negligibly on the top surface.

Crystallographic orientation-dependent expansion also occurs in lithiated \( \gamma \)-SiNPs \([34]\). Through in-situ TEM imaging, Liang et al. observed that the ACI in a partially lithiated \( \gamma \)-SiNP exhibited a hexagonal shape \([34]\) (see video v4). As lithiation

![Fig. 9.](image-url)
occurred fastest along the \((110)\) directions the \((110)\) facets were the only surviving surfaces. This follows that the ACI is likely constituted of six connected \((110)\) facets. Owing to the pushing-out effect of newly generated volume at the ACI, the lithiated outer surface also evolved from a circular shape into a hexagonal shape.

In-situ HRTEM study revealed that the anisotropic swelling of lithiated \(c\)-Si originated from lateral motion of the close-packed \((111)\) atomic planes during lithiation (see Fig. 8d1 and video v1) [41]. First of all, the large open space between two neighboring \((111)\) atomic planes constitutes the preferred Li insertion sites. Li insertion enlarges the spacing between the \((111)\) layers and consequently peels off the \((111)\) planes. The exposed atomic steps, i.e., the ledges, flow along the \((111)\) planes, and the Si atoms are gradually dissolved into the amorphous phase, featuring a ledge-mediated solid-state amorphization. MD simulations with the reactive force field reproduce the lithiation mechanism (Fig. 8d2–d3). The ledge flow rate (i.e., the amorphization and lithiation rate) depends on the density of the inclined \((111)\) facets on the ACI, giving rise to the atomic origin of orientation dependent interfacial mobility and reaction rate. The \((110)\) ACI consists of high-density inclined \((111)\) facets, corresponding to the high lithiation rate along the \((110)\) crystalline directions. In contrast, the low density of the inclined \((111)\) facets along a \((111)\) ACI gives rise to a very low lithiation rate along the \((111)\) directions. In-situ HRTEM has showed that the ACI migrates at least one order of magnitude faster along the \((110)\) directions (several nanometers per minute) than other directions [41]. First-principles simulations have demonstrated that different crystallographic planes of \(c\)-Si react at different electrochemical potentials, providing additional atomistic mechanism for crystallographic orientation dependent reaction kinetics [135,136].

Front-tracking finite element models have been established to correlate the orientation-dependent reaction rate and the anisotropic swelling of the lithiated \(c\)-Si. By assigning different reaction rates along different crystallographic orientation at the reaction front, these models aim at reproducing the anisotropic swelling morphologies of lithiated \(c\)-Si structures. Zhao et al. [117] assumed that lithiation occurs only along the \((110)\) directions but is negligibly slow in all the other directions, which effectively decouples the Li transport and the stress. The simulated morphologies of the fully lithiated \(c\)-SiNWs by the model of Zhao et al. agree reasonably well with the experimental data. Yang et al. [80,102,115] assigned different reaction rates analogous to the wet etching rates of \(c\)-Si, and solved the equations coupling Li diffusion and large elasto-plasticity. To produce a sharp interface, a singular function was used to prescribe the Li concentration dependent interfacial mobility at the reaction front. The cross-sectional morphologies of the fully lithiated state predicted by this model agree strikingly well with the experimental observations (Fig. 8c, in comparison to Fig. 8b, and video 5).

3.1.3. Stress generation and fracture

The orientation-dependent lithiation kinetics in \(c\)-Si causes not only anisotropic swelling, but also fracture along particular angular sites [32,34,43]. During lithiation, newly created excess volume due to Li insertion generates high compressive stress at the ACI, pushing the lithiated phase behind the moving interface outward [33,34,43,102,115,126]. As a result, large hoop tension is generated at the outer surface of the lithiated shell, presenting the origin of surface fracture of lithiated \(c\)-Si. More specifically, large incompatible strains are generated at the intersections of adjacent fast moving \((110)\) facets, leading to stress concentration and consequently fracture nucleation and propagation at dedicated angular sites. In contrast, lithiation of \(a\)-Si generates uniform tension at the outer surface without stress concentration, suggesting its tough behavior. Fig. 9b shows the experimentally resolved surface cracks in four lithiated \(c\)-SiNWs [32,43], with the corresponding crystallography shown in Fig. 9a, same as in Fig. 8a. Front-tracking finite element simulations have demonstrated the correlations between anisotropic swelling and crack nucleation sites [102,115] (Fig. 9c). The simulations have also showed that the sharpness of the interface plays a critical role in the stress generation.

Similar anisotropic surface fracture was observed in lithiated \(c\)-SiNPs. More importantly, in-situ TEM studies showed that the fracture of \(c\)-SiNPs is size dependent [31,32,34] (see video 4). Large \(c\)-SiNPs tend to be more fragile than smaller ones under the same lithiation conditions. There exists a critical size of \(\sim 150\) nm in diameter beyond which surface fracture occurs and below which lithiated \(c\)-SiNPs remains intact. This size effect arises from size-dependent driving force (i.e., the energy release rate of fracture) [31]. The larger the \(c\)-SiNPs, the higher the energy release rate. Lee et al. studied the interrelated effects of the size and the lithiation rate on the fracture of \((111)\) nanopillars [32]. For small (140 nm in diameter) and large (360 and 390 nm in diameter) nanopillars, the size effect was dominant and the fracture ratio was nearly independent of the lithiation rate. Only a few percent of 140 nm nanopillars fractured, and more than 88% of 360 nm and 290 nm nanopillars fractured at all lithiation rates. For intermediate sized nanopillars (240 nm in diameter), the effect of the lithiation rate was significant. The fracture rates were 13.4, 13.9, and 22.4% when voltage sweep rates were 1, 10 mV/s, and infinity, respectively. Based on 3D simulations, An et al. suggested that the large anisotropic swelling induced fracture can be partially suppressed by cross-sectional shape design of the \(c\)-SiNWs [118]. However, controlling the cross-sectional shape at the nanometer scale poses challenges in synthesis.

3.2. Lithiation of other group IV elements

3.2.1. Lithiation of \(c\)-Ge

\(c\)-Ge has the same crystal structure as \(Si\), i.e., diamond cubic with two interpenetrating face-centered cubic primitive lattices. The capacity of \(Ge\) is 1384 mA h g\(^{-1}\) when lithiated to the \(Li_{15}Ge_{4}\) phase [137,138]. Though \(Ge\) is more expensive than \(Si\), it has a much higher electrical conductivity [139] and Li diffusivity [14,140] than \(Si\), making \(Ge\) an excellent candidate for high-power applications.
Lithiation of c-Ge at room temperature undergoes a two-step phase transformation: c-Ge → a-Li,Ge → c-Li15Ge4. The crystalline Ge is first converted to the amorphous phase of a-Li,Ge (0 < x < 3.75) through solid-state amorphization [13,141], followed by crystallization to c-Li15Ge4. Possibly due to the fast phase transition and interfacial mobility, a phase boundary that separates Li-rich and Li-poor phases has not been experimentally detected. However, it is commonly accepted that lithiation of c-Ge proceeds through a two-phase lithiation mechanism, similar to the lithiation of c-Si. Differently, lithiation of c-Ge occurs isotropically, in contrast to the orientation dependent anisotropic lithiation of c-Si. Density functional theory (DFT) calculations of the interfacial energies of Li on the crystalline facets of Si and Ge have shown that the interaction energy is orientation dependent for Si, but not for Ge [136], providing an explanation for the different lithiation kinetics of c-Si and c-Ge.

Lithiation induces ~250% volume increase in c-Ge [34], consistent with the theoretical volume increase 268% at c-Li1.75Ge. During delithiation, the c-Li15Ge4 is converted to a-Ge, similar to the delithiation of lithiated Si. Liang et al. showed that upon lithiation-delithiation cycles, c-GeNPs of a wide size range (from 100 nm to nearly 1 μm) remained very tough and survived multiple cycles without fracture [34] (see video v6). Similar to a-Si, this tough behavior is likely attributed to the isotropic lithiation, which generates nearly uniform hoop stress at the lithiated shell without high stress concentration.

### 3.2.2. Lithiation of c-Sn

Tin (Sn) represents another promising candidate as anode, with a theoretical capacity of 994 mA h g⁻¹ [142,143], tripling that of graphite. Sn is non-toxic, inexpensive and naturally abundant. Crystalline Sn exists in two phases: α-Sn and β-Sn. The β-Sn phase exhibits a tetragonal lattice structure, which is metallic, highly ductile and electrically conductive. In contrast, α-Sn exhibits a cubic structure, which is a semiconductor with low conductivity, brittle, and only stable at low temperatures (<13.2°C). Because of its high electrical conductivity and ductility, β-Sn is the preferred phase for electrode materials.

In-situ TEM characterization by Wang et al. revealed that lithiation of c-β-Sn involves a two-step mechanism: c-Sn → α-LiₓSn → c-Li₂₂Sn₅ [144]. In the first step, lithiation proceeds by the motion of a sharp two-phase boundary that separates the partially lithiated amorphous phase α-LiₓSn and the unlithiated c-Sn phase. The phase boundary mobility is insensitive to the crystallographic orientations of crystals, same as in lithiation of c-Ge. The first-step lithiation generates a volume expansion of only 55%, indicating the formation of an α-LiₓSn phase. In the second step, further lithiation of the intermediate phase forms a crystalline phase c-Li₂₂Sn₅, without a visible phase boundary. The total volume expansion is ~239%, close to the theoretical value of 258%.

Li et al. mapped out a different lithiation-induced phase transition pathway for carbon-coated c-β-Sn [145] (see video v7). Specifically, they observed that lithiation involves a two-step reversible crystalline-crystalline phase transition: c-Sn → c-LiₓSn → α-LiₓSn → c-Li₂₂Sn₅. In the first step, c-Sn is transformed into the c-LiₓSn without a visible phase boundary, in contrast to the sharp interface observed by Wang et al. Further lithiation of c-Li₂₂Sn₅ phase forms an intermediate phase LiₓSn₅. This phase, though with a lattice spacing that matches with that of the LiSn phase, could not be unambiguously identified. Further lithiation leads to the formation of the c-Li₂₂Sn₅ phase. Upon delithiation, the c-Li₂₂Sn₅ phase is first converted to the c-Li₂Sn₅ phase, then to the c-Sn phase. The different phase transition pathways may arise from different experimental conditions, i.e., the constraining effect of the coatings, the charging rate, etc.

Lithiation induced pulverization of c-Sn is also size-dependent [144]. Nanometer sized c-SnNPs (several hundreds of nanometers) remain fairly tough without cracking during lithiation. This tough behavior can be attributed to the isotropic, two-step lithiation and the high ductility of c-Sn. For micrometer sized Sn particles, lithiation-induced hoop stress is high enough to drive crack nucleation and propagation, causing fracture [146,147]. Wang et al. observed that during delithiation of a sufficiently large lithiated SnNPs, small SnNPs form and detach from the mother SnNP, a characteristic of delithiation-induced pulverization. During lithiation, small SnNPs tend to agglomerate due to the lithiation induced mass flow and surface welding. Such lithiation-assisted welding has also been observed in SiNWs [148]. Thus, though small SnNPs do not frac-
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**Fig. 10.** Comparisons of the mechanical properties of lithiated MWCNTs and GNRs. (a–d) Time-lapse TEM images showing structural evolution and fracture of a lithiated MWCNT under bending [48]. Brittle fracture occurred, manifested by the sharp fracture surface, indicated by the arrows. (e–g) Lithiated GNRs under compression [50]. (e) A lithiated GNR. (f) Upon compression, the GNR was bent and buckled. (g) After the mechanical load was removed the GNR recovered almost entirely its original shape.
ture during the first lithiation, agglomeration of small NPs leads to the formation of large ones, which would pulverize during delithiation or fracture during lithiation in the following cycles [149–152].

3.2.3. Lithiation of carbonaceous materials

Carbonaceous materials of various forms, including amorphous carbon, monolayer and few-layer graphene, graphite (infinitely stacked graphene layers), single-walled and multi-walled carbon nanotubes (SWCNTs/MWCNTs), are known for their excellent mechanical properties and electrical conductivity. Graphitized carbon constitutes the primary component of the anode used in the current LIB technologies. The atomic architecture of the carbonaceous materials dictates the accessible host sites for Li, and hence their specific capacities and power capabilities. The measured capacities are 540–1264 mA h g$^{-1}$ for graphene [153], 450–600 mA h g$^{-1}$ for SWCNTs [154,155], and up to 1000 mA h g$^{-1}$ for MWCNTs [156]; all of which are higher than that of graphite, 372 mA h g$^{-1}$.

Recent in-situ TEM characterization revealed different chemomechanical failure mechanisms of layered graphene nanoribbons (GNRs) [50] and MWCNTs [48] during electrochemical cycling (see Fig. 10). Li insertion causes interlayer expansion from 0.34 nm to 0.36 nm for both the arc-discharged MWCNTs and GNRs, corresponding to ~6% hoop strain [48] in the MWCNTs and vertical strain in layered GNRs, respectively. Bending of the lithiated MWCNTs using a nanomanipulator revealed that the lithiated MWCNTs are highly embrittled: breakage of the lithiated MWCNTs begins from the nucleation of small sharp cracks from the sidewall of the lithiated MWCNTs [48] (Fig. 10a–d and video v8). The sharp fractured surface suggests a brittle fracture mode, in contrast to the highly bendability of pristine MWCNTs. Similar lithiation-induced embrittlement has also been observed for CVD-prepared MWCNTs, despite that CVD-prepared MWCNTs generally contain more defects that may mediate through-wall Li diffusion and fracture. In distinct contrast, lithiated layered GNRs remain tough, able to recover to their original shapes without fracture upon repeated compression/release cycles by the manipulator [50] (Fig. 10e–g).

The distinct geometries account for the different mechanical responses of lithiated MWCNTs and GNRs. In MWCNTs, due to the radial constraint of the graphene walls, Li intercalation results in significant in-plane stretch of the C–C bonds and radial expansion of the layers. Given that the Young’s modulus of graphene is approximately 1TPa, the 6% hoop strain corresponds to 60 GPa hoop stress [157,158]. Considering that the fracture strength of pristine CNTs is ~100 GPa, the geometrical embrittlement effectively accounts for nearly 60% loss in the fracture strength of MWCNTs. For GNRs, free expansion normal to the graphene layers can accommodate Li intercalation induced strain without generating significant in-plane stretch of the C–C bonds and stress. As a result, the graphene layers remain tough upon Li intercalation (see video v9).

Vacancies and atomic holes in graphene and CNTs are generally regarded as defects that degrade the mechanical properties. However, these defects may facilitate Li transport. For pristine graphene layers and open-end MWCNTs, Li intercalation can only occur through the open ends, therefore limiting their charging rate [159–163]. A recent MD simulations have revealed that a sufficiently large vacancy defect may serve as an inlet for Li diffusion, presenting a shortcut for Li penetration into the inner layers [159]. Considering the tradeoff between the mechanical strength and power capability [159], there

![Fig. 11. Li concentration dependent fracture behavior of SWCNTs [159]. (a) Stress-strain curves of SWCNTs with different Li concentrations. For intermediate Li concentrations, the crack propagates in a “wait-and-go” manner. (b) The three representative atomic configurations of the SWCNT (Li: C = 1:12) on the “wait-and-go” fracture path, indicated in (a).](image-url)
exists an optimal vacancy density at which the electrochemical performance is enhanced, while the CNTs still remain mechanically durable.

MD simulations have shown that lithiated CNTs exhibit Li concentration dependent fracture behavior, as shown in Fig. 11 for a SWCNT with hole-like defects [159]. For Li-free (red curve in Fig. 11a) and Li saturated (Li:C = 1:6, purple curve in Fig. 11a) SWCNTs, fracture by uniaxial stretch occurs abruptly, manifesting as a sudden drop of the stress to zero at a fracture strain of 14.06% and 7.15%, respectively. For Li-free SWCNT, brittle fracture is anticipated. For Li-saturated SWCNTs, Li weakens the crack tip spontaneously as crack extends without involving Li diffusion, leading to fast crack propagation. In contrast, crack propagation in the SWCNTs with relatively low Li densities (Li:C = 1:36, green curve; and 1:12, blue curve) involves active Li participation, exhibiting a “wait-and-go” fracture behavior and an increased stretchability, as shown in Fig. 11b. That is, the crack arrests because the applied load is not large enough; further crack extension must wait for Li diffusion into the crack tip, driven by the stress gradient. The “wait-and-go” fracture process significantly increases the stretchability, and correspondingly the fracture toughness.

3.3. Lithiation of oxides

Metal oxides as electrodes for LIBs operate through conversion reactions and generally exhibit much higher energy densities than intercalation materials such as graphite. When exposed to air, metal surface naturally grows a thin oxide layer. Understanding electrochemical performance of the metal oxides is thus important for the design of both oxide and metal electrodes.

Huang et al. have studied electrochemical charging/discharging of single SnO₂ nanowires by constructing a nanobattery consisting of an ionic liquid electrolyte (ILE) and LiCoO₂ as the cathode [18]. Upon charging the SnO₂ nanowire undergoes a two-step reaction. First, SnO₂ is reduced to c-Sn and amorphous Li₂O: 4Li⁺ + SnO₂ + 4e⁻ → 2Li₂O + Sn. After this initial phase transformation, reversible reaction occurs in the Sn-ILE-LiCoO₃ nanobattery, resulting in the c-LiₓSn phase, as discussed previously for lithiation and delithiation of c-Sn. Owing to the lithiation induced incompatible strain, the reaction front is highly stressed, which drives nucleation and motion of dislocations, forming a high-density dislocation cloud zone of a chevron-like shape. The formation of the high-density dislocation cloud at the reaction front facilitates further Li insertion into the crystal interior on the one hand and the subsequent solid-state amorphization on the other. As lithiation continues, the high-density dislocation zone continuously forms and is absorbed by the moving ACI, reaching a steady-state lithiation process (see video 7).

Lithiation of SnO₂ nanowires generates large volume expansion (≈250%). A straight SnO₂ nanowire becomes highly distorted (buckled, coiled, and twisted) after lithiation [18]. The expansion is anisotropic, with much larger axial elongation than the radial expansion (about 2–3 times). Unlike the orientation-dependent reaction rate induced anisotropic swelling in lithiated c-Si, the anisotropic expansion in the SnO₂ nanowires has a geometric origin. In particular, the nanowire is axially compliant and thus can accommodate large expansion along the axial direction; whereas the geometrical constraint of the highly stressed ACI confines the expansion along the radial direction, leading to the anisotropic volume expansion. During the lithiation process, the SnO₂ nanowires remains very tough without fracture, despite the fragility of bulk SnO₂.

Using high-angle annular dark field imaging (HAADF) inside an aberration-corrected STEM, Nie et al. further refined the atomic mechanism of lithiation of SnO₂ nanowires [164]. They observed that lithiation reaction front propagated by the emission of multiple strips toward the unlithiated crystalline sections, as schematically shown in Fig. 12a. These strips, preferably along the [001] direction and parallel to (200) family planes, were identified as the long-range Li ion diffusion paths inside the SnO₂ lattice. Lattice expands and dislocations appear at the tip of the lithiation strips, which facilitate further Li diffusion toward the SnO₂ lattice. Merging of the lithiation strips is accompanied with solid-state amorphization, nucleation of the Sn particles, and finally alloying Sn particles into LiₓSn.

Similar to the lithiation reaction in the SnO₂ nanowires, electrochemical reaction converts c-ZnO nanowires into LiₓZn and Zn nanocrystals that are dispersed in the a-Li₂O matrix [165,166]. Different from the nucleation and growth of high-density
dislocation zone in lithiating SnO\textsubscript{2} nanowires, lithiation of c-ZnO involves discrete hopping of cracks ahead of the reaction front, i.e., leapfrog surface cracking [165] (Fig. 12b and video v10). The surface of the ZnO nanowires is first lithiated, creating large tensile stress near the surface, causing nucleation of surface cracks. Propagation of the surface cracks divides the nanowires into discrete segments. This surface fracture behavior is due to the Li-mediated embrittlement of the ZnO oxide, which is insignificant in SnO\textsubscript{2}. The cracked surfaces then function as the fast Li diffusion channels, allowing Li penetration radially into the nanowire and leading to subsequent solid-state amorphization. The lithiated amorphous segments grow separately and eventually meet and adhere to each other, forming an amorphous-amorphous interface. This process repeats until the ZnO nanowire is fully lithiated. This process appears to be size dependent. For ZnO nanowires with large diameters, subdivision occurs after segmental divisions; whereas such subdivision is less frequently seen in thin nanowires.

Su et al. [167] performed in-situ TEM study on the lithiation-delithiation cycling of iron oxides (Fe\textsubscript{2}O\textsubscript{3}) nanocrystals deposited on graphene. The Fe\textsubscript{2}O\textsubscript{3} nanoparticles undergo ~80% volume expansion upon lithiation, but remain intact without fracture. Lithiation transforms the single crystal Fe\textsubscript{2}O\textsubscript{3} nanoparticles to multi-crystalline nanoparticles consisting of many Fe nanograins embedded in the α-Li\textsubscript{2}O matrix. Delithiation in the first cycle forms FeO rather than Fe\textsubscript{2}O\textsubscript{3}, with some remaining Li\textsubscript{2}O, which accounts for the irreversible electrochemical conversion and large capacity fading.

3.4. Delithiation-induced nanopore formation

Phase transition and morphological evolution during delithiation are equally important to those in lithiation since they directly influence capacity retention and cycling performance of the electrodes. A series of recent SEM/TEM experimental

Fig. 13. Formation and evolution of nanoporous structures during delithiation of Li-based systems. (A) SEM images show the size-dependent nanopore formation in Sn [168]. (B) Time-lapse in-situ TEM images of memory nanopore formation and evolution during delithiation of Li\textsubscript{3.75}Ge. The blue arrows indicate the delithiation front [45]. (C) Time-lapse in-situ TEM images of nucleation, growth, and annihilation of a single nanopore in a lithiated GaNPs during delithiation [49].
studies of Li-based alloys have demonstrated that formation and evolution of porous sponge is a ubiquitous phenomenon during delithiation (see Fig. 13) [45,49,168]. Such a phenomenon has been intensively studied in noble-metal systems such as Cu-Au and Ag-Au upon dealloying [169,170]. Experimental studies have also suggested that formation and evolution of the porous structures depend on a set of materials and structural properties (e.g., bonding types of materials, flow stress, composition, size, and geometry), and electro-chemo-mechanical parameters (e.g., delithiation rate).

Several competing kinetic processes are involved during delithiation: Li dissolution from the alloy, diffusion of vacancies, and surface diffusion of Li. In the case of vacancy-mediated lattice diffusion as the primary delithiation process, extraction of Li will roughen the surface of the alloy. Continuing delithiation would form negative or void dendrite form of porosity [171], producing atomic scale channels. These channels provide pathways for the electrolyte to invade the alloys for continuing dissolution in the case of liquid electrolyte. This process is widely known as percolation dissolution [172], which results in a self-organized solid/pore bicontinuous nanostructures [168,170,173,174]. For solid electrolytes, the channels are fast Li diffusion pathways out of the alloys during delithiation. Interfacial surface smoothening may lead to smaller pores and enlarges the ligaments. Further, similar to Ostwald ripening where nanoparticles agglomerate to minimize surface energy, pores may also merge together to form bigger ones driven by the reduction of surface energy. Finally, Kirkendall effect may also operate in these systems to hollow the nanostructures.

Delithiation-induced porous morphologies are dependent on the structural size. There may exist a critical size below which the nanoporous morphologies structure does not evolve, due to the fast surface diffusion of the active materials that acts to smoothening the incipient evolving nanoporous structures. The threshold particle diameter may also be material-type dependent. Chen and Sieradzki [168] found that in dealloying Li\(x\)Sn particles, the ligament size in the delithiated product increases with the size of Sn particles (Fig. 13A). For a 2 \(\mu\)m sized Sn particle, the ligament size is about 100 nm; whereas for Sn particle size less than 300 nm the porous morphologies do not evolve.

It has been pointed out that in noble-metal alloy systems there exists a threshold compositional ratio, known as the parting limit, below which selective dissolution does not occur and above which there is a compositionally dependent critical potential required for dealloying [175]. For alloys with suitable compositional ratio and assuming dissolution is the rate-limiting step, the percolation mechanism operates and predicts a self-organized solid/pore bicontinuous nanostructures. Below the threshold compositional ratio, the active paths for the electrolyte or Li no longer exist, dealloying of Li can only proceed by a process involving the mass transport of Li from the interior of the alloy to the electrolyte. A dealloyed morphology with such a mechanism may consist of negative tree-like structures or “void-dendrites” penetrating into the solid [170].

Fig. 14. Lithiation-induced anisotropic swelling and fracture in a c-SiNP versus the isotropic swelling without fracture in a c-GeNP and an a-SiNP. The original sizes of the c-SiNP and c-GeNP are both about 160 nm, and the a-SiNP is about 540 nm. (a1–a3) TEM image sequence showing the anisotropic swelling and subsequent fracture of a lithiated c-SiNP [34]. The round c-SiNP becomes hexagonal in shape for both the outer surface and inner unlithiated core. (d1–d2) Chemo-mechanical modeling of the core-shell structure and stress generation in the cross section of a lithiated c-SiNW, mimicking the stress generation inside the c-SiNP [80]. The red color at the outer surface indicates tensile stress, while the blue color indicates compressive stress. (b1–b3) TEM image sequence shows the isotropic swelling and tough behavior of c-GeNP [34]. (e1 and e2) Chemo-mechanical modeling of the uniform stress generation in the cross section of a lithiated amorphous c-GeNW [80]. (c1–c3) TEM image sequence shows the isotropic swelling and tough behavior of a-SiNP [134]. (f1 and f2) Chemo-mechanical modeling of the uniform stress generation in the cross section of a lithiated a-SiNW [80].
Liu et al. [45] have observed that during repeated lithiation and delithiation of GeNWs the pore size and spatial distribution hardly change over cycles, exhibiting a memory pore effect (Fig. 13B and video v11). However, such porous structures were absent in same-size GeNPs (about 200 nm in diameter). This indicates that geometry plays a certain role in the pore evolution, though this role remains to be explored. Liang et al. [49] found that upon delithiation of Li-alloyed GaNPs, a single nanovoid formed due to the high diffusivity of Ga at room temperature (Fig. 13C and video v12). The nanovoid disappeared within a time scale of seconds, driven by curvature-dependent chemical potential difference of Ga atoms from the outer to the inner surfaces. TEM imaging by Choi et al. [176] showed that the pore size in both SiNWs and ZnO nanorods increases with increasing number of lithiation/delithiation cycles, while the pore size in AgNWs decreased. Differently, the pore size in SiNWs increases gradually, while that in ZnO nanorods increases in a stepwise manner.

4. Stress-kinetics coupling in electrochemical lithiation

Electrochemical lithiation involves long-range electron and ion transport, charge-transfer reaction where the solvated Lithium ion breaks its solvation shell and simultaneously captures an electron from conductive agent and insert into the electrode, and atomic (or ion + polaron) diffusion into electrode materials. The whole lithiation process features strong coupling between transport kinetics and mechanical stress generation, particularly for high-capacity electrode materials such as Si and Ge. Such kinetics-stress coupling is bidirectional: Li insertion kinetics (e.g., rate and rate anisotropy) mediates stress generation, defect nucleation and degradation of the electrode materials; reciprocally, the generated stress regulates lithiation kinetics [33,40,99,120].

The high mechanical stress not only causes chemomechanical degradation of the high-capacity electrodes, but also influences the voltage profile and the power capability of the batteries [84]. During lithiation, the compressive stress generated in the anode materials increases the chemical potential of Li, corresponding to a lower battery voltage. During delithiation, the anode material undergoes tensile stress that decreases the chemical potential of Li, giving rise to a higher battery voltage. The different stress states during electrochemical lithiation/delithiation cycling thus generate voltage hysteresis. Considering the GPa level mechanical stress generated in the lithiation/delithiation cycles, the voltage hysteresis in the high-capacity anode materials is very strong, leading to low energy efficiency.

4.1. Lithiation kinetics modulates morphological evolution, stress generation, and fracture

Several comparative studies manifest the role of lithiation kinetics on the mechanical stress generation and fracture in electrode materials. In a comparative study, Liang et al. have shown that single c-SiNPs upon lithiation undergoes anisotropic swelling (Fig. 14a1–a3, ~300% volume expansion, and video v4) due to the crystallographic orientation dependent anisotropic lithiation rates [43]. The anisotropic swelling results in high stress concentration at the outer surface along well-defined angular sites, and consequently surface fracture (Fig. 14a2–a3, d1–d2), which is dependent on the original size of the SiNPs. In contrast, lithiation of c-GeNPs causes isotropic swelling (Fig. 14b1–b3, ~260% volume expansion, and video v6) and uniform hoop stress in the outer surface (Fig. 14e1 and e2). This explains that c-GeNPs appear to be much more fracture resistant than the c-SiNPs during lithiation [34]. Similar to the lithiation behavior of c-GeNPs, a-Si structures are very tough upon full lithiation, even for micro-sized pillars (Fig. 14c1–c3) [32,44,177]. Owing to the isotropic swelling, lithiation of a-Si structures generates uniform hoop stress in the outer surface (Fig. 14f1 and f2), distinctly different from that in c-Si. In addition, the two-step lithiation mechanism [44,134,178] alleviates the stress generated in lithiated a-Si structures. In the first-step lithiation in which sharp interface presents, the newly produced excessive volume at the ACI is not as much as in c-Si, corresponding to a lower compressive stress at the interface. The stress generated at the outer surface in the second-step lithiation is also relatively low because of the single-phase lithiation. These factors account for the tough behavior of a-Si.

Fig. 15. Lithiation retardation in Si. (a) Plots of etched depth (red), diameter of the unlithiated core (black), and the thickness of the lithiated shell (blue) versus time, demonstrating stress mediated lithiation retardation [40]. (b) The lithiation-retardation effect is stronger with stronger lithiation anisotropy [80]. Lithiation dynamics is measured along (1 1 0) directions for the c-SiNWs and an arbitrary direction for the a-SiNW.
4.2. Mechanical stress modulates lithiation kinetics

To elucidate the role of mechanical stress on the lithiation kinetics, Liu et al. have shown that in c-Si lithiation slows down as lithiation progresses [40], as shown in Fig. 15a. Similar lithiation retardation behavior has been observed by McDowell et al. [33]. Computational simulations have revealed that the lithiated shell and the sharp interface undergo increasingly high hydrostatic compression as lithiation proceeds [40,43,80,102,115], which subsequently slows down both Li diffusion in the lithiated shell and chemical reaction rate at the interface, explaining the lithiation retardation observed in the experiments. For nano-sized structures lithiation retardation is mainly due to the reduced chemical reaction rate since reaction is the rate-limiting event. In the extreme cases, the stress-mediated lithiation retardation effect can completely arrest lithiation.

Lithiation anisotropy influences the distribution and level of stress generated near the ACI, which in turn yields different levels of retardation effect [80]. Fig. 15b plots lithiation rates in three different SiNWs (α-SiNW, (1 1 1) c-SiNW, and (1 1 0) c-SiNW) along specified directions ((1 1 0) direction for the c-SiNWs and an arbitrary direction for the α-SiNW). These simulations show that the strength of the retardation effect correlates with the level of lithiation anisotropy ((1 1 0) c-SiNW > (1 1 1) c-SiNW > α-SiNW).
McDowell et al. [33] has pointed out that stress-mediated lithiation kinetics is nearly independent of the SiNP size under lithiation. This conclusion seems to be consistent with the stress analysis by Zhao et al. [117], where the stress at the sharp interface is only a function of the ratio of the radius of the un lithiated core and the original radius of the SiNP. However, one notices that the stress analysis is performed under the assumption of mathematically sharp interface (zero-width interface). In reality, the finite-width (~1 nm) interface is regarded as an intrinsic microstructure, which suggests size effect on stress generation and hence lithiation retardation. It can be conceived that such size effect could be considerably strong when the radius of the un lithiated core is on the same order of the width of the interface.

Similar to the self-generated stress in lithiated Ge and Si, externally applied load may modulate lithiation kinetics. In a recent study Gu et al. have compared the lithiation kinetics of free-standing and bent GeNWs [47]. For free-standing GeNWs, lithiation proceeds isotropically along both the axial and radial directions, displaying a uniform un lithiated crystalline core - lithiated amorphous shell structure (Fig. 16a). Lithiation-induced compressive stress at the ACI retards further lithiation, similar as in c-Si. In another set of experiments, the GeNWs are pushed against the Li metal (as the counter electrode in the nanobattery platform for in-situ TEM imaging) while being lithiated. The pushing force effectively bends the GeNWs, generating a curved region with an asymmetric stress profile. The tensile side enhances Li diffusion and reaction, while the compressive suppresses them, resulting asymmetric lithiation at the bent region (see video v13). Fig. 16b shows the bending induced symmetry breaking of lithiation in GeNWs. At the bent region, the cross-sectional morphology was highly asymmetric, with a lithiated shell thickness in the tensile side of 194 nm and in the compressive side of 80 nm, clearly demonstrating bending-induced symmetry breaking of lithiation. Front-tracking simulations further show that the symmetry-breaking of lithiation morphologies occurs along both the longitudinal and radial directions [47] (Fig. 16c and video v14).

The stress-kinetics coupling leads to a novel concept of “mechanically rechargeable” “bend-to-power” LIBs and electrochemically driven mechanical energy harvesters [87], made of layered thin films: two highly flexible layers as the electrodes sandwiching a central layer as the electrolyte. Bending the thin film structure creates a difference in the chemical potential of Li on the tensile and compressive sides, driving the Li flow from the compressive side to the tensile side. That is, bending converts the mechanical energy to the chemical/electrical energy, thereby charging the battery. Discharging occurs either through partial elastic recovering of the thin film structure or by reverse bending to power the external load. The battery can be cyclically charged by repeated bending, featuring a mechanical energy harvester. Following this concept, Kim et al. fabricated a prototype of a mechanical energy harvester (see video v15). The device can generate tens of mV open-circuit voltage, tens of µA/cm² short-circuit current, and sustain thousands of mechanical bending cycles without apparent degradation. The energy harvester is most efficient when harvesting low-frequency motions such as human walking.

5. Mitigation of electro-chemo-mechanical failure

Recent studies have provided novel insights for mitigating the electrochemically induced chemomechanical degradation of the electrodes, ranging from nanostructuring, nanoporosity, surface coating, nanocompositing, self-healing agents, and flexible structures, etc. Each of these design strategies can lead to better capacity retention and longer cycle life of the LIBs, as discussed below.

5.1. Nanostructuring

Early studies considered fracture and pulverization as the primary reasons for the rapid capacity loss and low cycle life of the high-capacity electrode materials. Considerable efforts have accordingly been undertaken to design the materials on the structural level so as to mitigate electrode cracking. In light of the size-dependent fracture behavior, one obvious route is to use nanoscale materials as the anode. Cui’s group pioneered the work in nanostructured Si anodes [16]. Owing to the large surface-to-volume ratio, nanostructured materials can facilitate strain relaxation and enhance flaw tolerance, and hence become mechanically tougher than their bulk counterparts. In addition, the shortened Li⁺/polaron diffusion paths and increased surface area of the electrodes in contact with electrolyte [15,30,179] give rise to better rate performance. Studies on the various nanostructured materials with different geometric shapes, including nanowires [16,32,42,45,180], nanoparticles [34,181-184], and thin films [12,185-188] have demonstrated that the electrochemical performance of these nanostructured materials greatly exceed their bulk counterparts, clearly showing the advantages of nanoscale materials.

Inspired by the superior cyclability of graphite, other layered two-dimensional (2D) crystals [189], such as transition-metal dichalcogenides (TMDs) [190] and MXenes [191] have attracted much attention for energy storage applications. Due to their flexibility, large surface-to-mass ratio, and unique layered morphology, these 2D layered crystals can accommodate various ions and molecules by interlayer intercalation, making them promising electrodes for LIBs. The intercalation capacity and mobility depend on the interlayer spacing. It was reported that restacked MoS₂ layers give rise to a higher specific capacity (~750 mA h g⁻¹) for Li intercalation than the as-prepared layers since the restacked layers have larger interlayer spacing [192]. MXenes are good electrical conductors. Xie et al. revealed that Li-storage capacities depend on the surface functional groups of MXenes [193]. Oxygen-terminated MXenes exhibit the highest theoretical Li storage because they can adsorb two Li atomic layers on both sides of the crystal layer. Compared to the materials currently used in LIBs and NIBs, MXenes hold great promise in enhancing the overall performance.
Though scaling down the materials to nanometer size can mitigate the fracture of the electrode material itself, volume changes can still cause delamination of the active materials from the current collectors as well as unstable SEI formation, which are exacerbated by the large surface area to volume ratio when the electrode works at voltages outside of the electrochemical stability window of the electrolyte. These issues have remained critical to limiting the cycle life of the battery. In addition, fabrication of these nanostructured materials usually requires chemical vapor deposition or template growth, which is difficult and costly to scale up, thus reducing the viability of these nanostructured materials for commercial applications. Also, even though the reported gravimetric capacity of nanomaterials are generally impressive (e.g. >1000 mA g/h, 3 × that of graphite), they tend to have quite low tap density or pellet density (e.g. 0.5 g/cm³, which is much less than the 1.6 g/cm³ of porous graphite), such that the volumetric capacity may be less impressive when compare to graphite. The low tap density problem is fundamentally attributable to the size and shape dispersions of nanoparticles, since well-engineering nanoparticle assembly can have exceptionally high packing density [194,195]. This is why further engineering the nanostructures, for example promoting grain or phase boundaries rather than free surfaces [63], could be fruitful directions of research.
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**Fig. 17.** Inward Li breathing of hierarchically porous SiNPs [53]. (a) Schematics of the hp-SiNP. (b) A high-resolution TEM image of the hp-SiNPs. (c) Time-lapse TEM images of the first lithiation of a hp-SiNP (length bar: 200 nm). (d) Time-lapse TEM images of the delithiation process show that the lithiated hp-SiNP returns nearly to its original size (both inner and outer radii), demonstrating its high reversibility upon electrochemical cycling. (e) Time-lapse TEM images of the second lithiation process show the reversibility of the morphological changes during cycling. Blue and green dashed lines are the outer and inner surface profiles of the hp-SiNP prior to lithiation, and the red dashed lines mark the lithiation and delithiation front.
5.2. Nanoporosity

Nanostructured porous materials [53,196–219] can provide interconnected and fast interfacial transport, shortened diffusion path, and hence enhanced rate performance. The internal pores (may either be open or closed) can accommodate volume changes and alleviate mechanical stress generation during lithiation/delithiation cycles, thereby improving the structural stability and durability. Porous assemblies can be formulated by loosely packing NPs or NWs. However, pores or empty spaces in such NP or NW assemblies are generally unorganized, which causes unevenly distributed stress and strain in the aggregates upon lithiation. Mechanical stress in densely packed regions might still be high enough to cause fracture, leading to rapid capacity fading. Additionally, owing to the non-uniform pore distribution, the fast lithium diffusion path may be blocked by lithiation induced volume expansion, thereby deteriorating the rate performance. For these reasons, porous assemblies and structures with spatially ordered pores are most desired. Cho et al. [199] synthesized mesoporous SiNWs with uniformly and regularly distributed pores. The uniform pore pattern ensures even accessibility of the electrode surface to the electrolyte and uniform volume change and stress generation of the electrode material during cycling. The thin walls of the SiNWs (~6.5 nm) also provide shorter diffusion paths for lithium ions into the NWs, leading to uniform high-rate charging and discharging throughout the materials. The mesoporous SiNWs exhibit much better electrochemical performance, including higher initial charge capacity, higher Coulombic efficiency, and better capacity retention, than randomly packed SiNPs and SiNWs. Using a simple thermal annealing method, Kim et al. [197] fabricated 3D porous Si with well-ordered pore pattern. Electrochemical testing found that the 3D porous Si preserves its original morphology during cycling without pulverization after 100 cycles. This 3D porous Si maintains a charge capacity of greater than 2800 mA h g\(^{-1}\) at a rate of 2000 mA h g\(^{-1}\). Many other porous Si (e.g., periodic porous thin film by Cheng et al. [211]) with ordered pore patterns have been fabricated and proven to possess improved electrochemical performance as compared to unorganized Si assemblies.

While these nanoporous assemblies preserve rooms for volume expansion, the building blocks of the assemblies upon lithiation still expand, causing fracture, lithiation retardation, and unstable SEI growth. To minimize the volume expansion on the level of individual building blocks, various porous nanostructures have been fabricated and assessed. Park et al. [220] have synthesized SiNTs with an outer diameter of ~200–250 nm and wall thickness of ~40 nm. The tubular morphology provides extra free surface for dislocation absorption, stress relaxation and fast lithium flow channels. Li-ion full cells using the SiNT assemblies as the anode and LiCoO\(_2\) as the cathode exhibit a capacity order of magnitude higher than commercial graphite anode even after 200 cycles. HRTEM images have showed that the tubular morphology of the SiNTs retains without fracture after multiple cycles. Ge et al. [205] synthesized Boron-doped porous SiNWs with the pore size of ~8 nm. The doping increases the electrical conductivity. The pores enable uniform accessibility of the electrolyte of each individual SiNW, improving both the mechanical durability and electrochemical charge-discharge rate. TEM images have showed that the porous morphology (the size and the pattern) retains after cycling. Nanoporous SiNPs fabricated by Ge et al. [213] through ball-milling and inexpensive stain-etching exhibit similarly high reversible capacity, high charging rate and capacity retention, and long cycle life.

These uniformly porous materials still exhibit considerable degree of capacity fading over cycles, primarily due the unstable SEI growth at the Si-electrolyte interface upon repeated outward volume expansion/shrinkage. Even for SiNTs, their outer radius still undergoes large expansion and shrinkage during the cycling, depending on the ratio of the inner and outer radii of the SiNTs. Xiao et al. [53] fabricated hierarchically porous SiNPs (hp-SiNPs), with a hollow core (primary pore) of 300 nm and a porous shell of 75 nm thick. The pore size in the porous shell is only a few nanometers (Fig. 17a and b). In-situ TEM studies revealed that the outward volume change in the hp-SiNPs upon lithiation-delithiation cycles is completely suppressed, in distinct contrast to the solid nonporous and other porous SiNPs and SiNWs [29,34,43,44,177], as illustrated in Fig. 17c and d. During lithiation, owing to much smaller stiffness and flow stress of the unlithiated inner layer than the lithiated shell, the compressive stress generated at the reaction front pushes more inward than outward, resulting negligible outward expansion (Fig. 17c and e, and video v16). During delithiation, the generated tensile stress at the reaction front pulls the inner layer outward (Fig. 17d, and video v17). This deformation mode leads to inward Li breathing of the hp-SiNPs during lithiation/delithiation cycles, with negligible exterior volume expansion, i.e., the apparent size of the hp-SiNPs remains nearly unchanged. This helps stabilize the SEI and maintain material/structural stability. The electrochemical performance exceeds even the commercially available Si-based anodes. Other hierarchical porous structures have been assessed as anode materials [208]. Overall these hp-porous materials showed stable high capacities (e.g., ~1250 mA h g\(^{-1}\) for 600 cycles for GeO\(_2\); 1500 mA h g\(^{-1}\) for 50 cycles). These hierarchically porous structures maximally preserve the morphologies of the particle aggregates, preventing the changes in the microscopic charge transport pathways and relieving the stress generation in the electrode materials.

5.3. Surface coating

Surface coating represents another powerful approach for improving capacity retention and cyclability of high-capacity electrodes. Surface coatings generally may act as a chemical barrier and mechanical constraining layer that buffers volumetric change during electrochemical cycling, thus helping maintain good electrical contact of the components and preventing cracking and pulverization of high-capacity electrodes. Many coating materials also function as a passivation layer that can suppress unwanted reactions between electrodes and electrolytes such as leaching of elements from inside electrode to outside, or HF attack. Electronically conductive coatings such as carbon, metal, and conductive polymers can enhance the redox
reaction kinetics and improve the current collection efficiency. Surface coatings can also prevent electrochemical welding between particles of active materials. All these attributes improve the electrochemical performance of surface-coated electrodes.

Carbonaceous materials have been used as the coating layers for their high mechanical strength and high electrical conductivity [197,221–230]. In-situ TEM characterizations of conformally carbon-coated SiNWs have shown that the presence of the carbon skin coatings speeds up the lithiation rate by nearly one order of magnitude [221]. For complete and uniform coatings, the SiNWs can only be partially lithiated, leaving an unlithiated c-Si core in the SiNWs. This phenomenon arises from coating-mediated lithiation retardation. Owing to the confinement effect of the coatings, the volume-expansion induced compressive stress in the coated Si upon lithiation is much higher than that in the bare Si structures, which renders stronger lithiation retardation and may completely arrest further lithiation. Such coating-mediated lithiation arrestment has been observed in carbon-coated SiNPs [223], where the innermost part of the coated SiNPs is electrochemically inaccessible. Upon repeated cycling, the coating may fracture, relieving the compressive stress and allowing the core to be fully lithiated.

Li et al. [226] have fabricated c-SnO2 nanowires (50–60 nm in diameter) coated with 10 nm-thick amorphous carbon. During lithiation, the carbon coating deforms conformally with the lithiated SnO2 core without interfacial delamination. Ring cracks along the hoop direction develop near the lithiation front, where the coating is bent due to the diameter transition between the lithiated and pristine segments. The fracture behavior is found to be coating-thickness dependent. Thinner coatings are more prone to fracture than thicker ones during lithiation since the stress generated in thinner coatings is lower for the same diameter of the crystalline core. Similar thickness-dependent degradation behavior has been observed in c-GeNWs-CNFs [227], where high carbon content and uniform carbon coating in c-GeNWs-CNFs critically improve the electrochemical performance.

Metals are both mechanically ductile and electrically conductive, and thus popular as coating materials for high-capacity electrode materials for improved structural stability and rate performance [231,232]. Some metals, such as Sn, are particularly attractive because their high capacity contributes to the overall capacity of the anode[232]. Sandu et al. [231] have found that the lithiation morphology and fracture pattern of Ni-coated c-Si nanopillars depend on the coating thickness and the nanopillar diameter. Si nanopillars with relatively thin coating still swell in an anisotropic manner, similar to bare Si nanopillars. However, even a thin coating changes the preferred fracture sites. Thick coatings modify anisotropic swelling to be isotropic with one randomly oriented longitudinal crack. Kohandeghghan et al. [232] have found that with 3 nm Sn coating the cycling performance of the SiNWs improve significantly. During lithiation, the lithiated shell (Li2Sn) confines radial expansion of the Si core in favor of longitudinal expansion. This swelling mode improves the structural stability and helps stabilize SEI growth.

Surface coatings using metal oxides offer not only high mechanical strength, but also high thermal stability and high Li diffusivity. It has been shown that Si anodes coated with a SiO2 native layer can sustain more than 6000 cycles with little capacity fade. Al2O3 surface layers grown on AlNWs can survive 100% volumetric strain with exceptional mechanical robustness. TiO2 encapsulated sulfur cathodes have demonstrated unprecedented cyclability over 1000 cycles. The technique of functional surface coating using oxides opens up additional pathways for the realization of high-capacity electrodes with sustainable reliability.

Crystalline Si features a native amorphous oxide layer of ~2 nm thick, which is very stiff and electron-insulating. The native oxide layer transforms to Li2O upon lithiation [233], which is Li ion conducting but electron insulating. For these reasons, Li2O can function as a solid electrolyte in the half-cell nanobattery for in-situ TEM study. Interestingly, He et al. [233] have observed that the Li2O phase does not form continuous film but rather discrete and random oriented crystalline islands. The spacing between the crystalline islands forms conductive routes for electrons. He et al. [233] have further observed that the SiNPs were not fully lithiated, but only to an α-Li4Si phase (x = 2.3), possibly due to the combined electrical retarding effect of the Li2O layer and the mechanical confinement effect of the coating layer.

Zhang et al. [234] have synthesized high-quality SiC nanowires coated with 2–10 nm thick native SiO2 layer. Since SiC is inactive to lithiation, observations have been focused on the electrochemical behavior of the thin SiO2 layer. Their in-situ TEM studies have confirmed that crystalline Li2O was formed at the early stage of lithiation. Further reduction reaction produces a mixture of Li-Si-O glass with Li2SiO4 and Li2O crystals in the thin SiO2 layer. The electrochemical growth of the SiO2 layer during lithiation and delithiation cycles is highly inhomogeneous. The thin SiO2 coating grows to a wavy morphology, possibly due to the stress-regulated lithiation reactions. The lithiated phase of convex curvature develops tensile stresses, facilitating lithium transport through the lithiated material and promoting the interfacial reaction at the phase boundary. On the contrary, the lithiated phase of concave curvature is compressively stressed, retarding the electrochemical growth of the SiO2 layer. Through the experimental characterizations and first-principles modeling, it has been observed that the electronic conduction of SiO2 is significantly improved upon lithiation. Li diffusivity, however, decreases upon the formation of lithium silicates during lithiation and may impede battery cells from fast cycling. These implicates that an optimum design of the geometry and thickness of SiO2 passivation layer should consider the concurrent effects of lithiation on the electronic conduction and ionic transport.

Al2O3 coating by atomic layer deposition (ALD) can act as an artificial SEI layer that may improve the cycle stability, prevent side reactions, suppress electrode decomposition, and facilitate charge transfer at Si electrode surface. With 5–10 atomic layers of an alumina ALD coating, Li et al. [235] have demonstrated that thin-film Si electrode can deliver a 2600 mA h g \(^{-1}\) capacity within 24 s. Ye et al. [236] have compared lithiation kinetics and failure mechanisms of ALD coated (Al2O3 and TiO2) Si micropillars with bare Si micropillars. Their in-situ TEM analysis found that the ALD coatings help
stabilize thin SEI layers of less than 15 nm thick. In comparison, SEI thickness for bare Si micropillars is up to ~0.5–0.8 μm. Lithiation kinetics and consequently the swelling anisotropy upon lithiation of the bare Si nanopillars appear to be regulated by the formed thick SEI layer, but no longer by the phase boundary mobility. Indeed, bare Si micropillars appear to be lithiated more uniformly, and fracture initiates randomly along all the directions. In contrast, coated Si nanopillars swell anisotropically and crack initiates along preferred orientations (circular for (1 1 0) and square for (1 0 0) directions). Coating also enhances structural stability as the fracture occurs at a larger volume expansion in coated micropillars than bare ones consistently. Li et al. [237] have further demonstrated that there exists an optimal thickness of ALD Al2O3 coatings at which the cycling performance maximizes for Si/C composite nanofibers.

Other metal oxides have been tested. Zhu et al. [238] have studied the electrochemical performance of SiNPs with ALD zincoxide (ZnO). Lithiation of the coating proceeds via sequential conversion and alloying reactions, forming a LiO2/Zn layer on the SiNPs. This layer significantly improves electrochemical performance owing to the enhanced mechanical integrity and stabilizes SEI despite of large volume expansion of the Si core. Nguyen et al. [239] have shown that the a Cu2O layer coated on amorphous Si thin film anode increases surface conductivity and stabilizes the SEI layer formation, leading to improved electrochemical performance. The increased surface conductivity is likely due to the formation of Cu particles on the surface during lithiation.

Conductive polymers are mechanically highly flexible and thus ideal coatings for large-volume-change electrodes. He et al. [233] have showed that alucone coating via molecular layer deposition process cleans up the native oxide layer, and therefore mitigates the detrimental effects of the native oxide. The coating leads to both high electrical and ionic conductivity, giving rise to high-rate performance. In a comparative study, Luo et al. [54] have observed that coating-regulated lithiation kinetics results in different lithiation morphologies. Alucone-coated SiNWs features V-shaped lithiation morphology, compared to H-shape lithiation morphology in Al2O3-coated SiNWs. The different lithiation morphologies suggest that the reaction rate in the alucone coating is much faster than in Al2O3 coating. The high mechanical flexibility of the alucone coating also enables concordant deformation between the coating and the SiNPs during the lithiation and delithiation cycles. The coating layer further suppresses the potential SiNP agglomeration during the lithiation/delithiation processes. Wu et al. [240] have reported that in-situ polymerized 3D porous conductive hydrogels can form a bi-functional conformal coating: binding to the SiNP surface as a coating layer and at the same time functioning as a 3D continuous electronic conduction pathway. In addition to the outstanding rate performance, the porous hydrogel matrix can accommodate large volume expansion of the SiNPs during lithiation. Even though pulverization of SiNPs might still occur, the polymer matrix can trap the fractured SiNPs in the interconnected narrow pores, thus helps maintain good electrical connectivity among fractured particles. Owing to the combined features, the conductive hydrogel coated SiNPs can be cycled up to 5000 times with less than 10% capacity decay.

Coating on porous structures minimizes the outward volume change and stabilizes the SEI growth by simultaneously exploiting the effects of surface coating and the porosity. In general, porosity reduces outer surface expansion of the active materials during lithiation. Coatings further suppress the outer surface expansion of the porous structures to a minimal level. Cui’s group [37] has synthesized SiNTs coated with a SiO2 layer and found that the inner space allows for expansion of Si without pulverization, while the outer surface remains static during lithiation, allowing stable SEI development. The anode material is of high-performance, with long cycle life of 6000 cycles with 88% capacity retention. In-situ TEM studies by Karki et al. [241] have shown that lithiation causes outward expansions of both the inner and outer walls in uncoated SiNTs. In

Fig. 18. The chemical potential of Li may be different in coated NPs when the initial NP size, lithiation depth, or the mechanical stress is different, driving inter-NP Li diffusion in coated NPs [55].
contrast, when coated with a Ni layer, the outward expansion of the SiNTs is suppressed during lithiation and the inner free volume largely accommodates the volume expansion. The inward expansion depends on the thickness of the coated Ni layer. At a thickness of 16 nm, the outward expansion of the outer wall is fully suppressed. Many other coated porous materials have been developed [212,215,218,242] and enhanced electrochemical performance was reported as compared to solid Si anodes.

Yolk-shell particle represents a special core-shell structure, which features movable cores, pre-reserved void space between the core and the shell, and the controllability and functionality in both the core and the shell [243,244]. Noticeably, the active yolk expands and shrinks in the internal cavity without forming SEI, while the inert shell facing the electrolyte does not change volume but is covered with SEI. Thus, even if the yolk pulverizes the active contents are still fully confined in the closed shell. Several factors are essential to the improved electrochemical performance of the yolk-shell structures: (i) the shell should be thin enough to enable fast Li$^+$ ion and electron transport. The shell generally has a lower theoretical capacity so a thinner shells means higher overall specific capacity of the hybrid. (ii) the shell must be mechanically tough so that it does not fracture upon repeated lithiation/delithiation and volume change of the yolk. (iii) the shell should be fully closed to prevent the direct contact between the electrolyte and the yolk – although as we will see, even if this might not be true initially, it can become true during cycling due to the self-healing effect. (iv) there must be sufficient void space between the yolk and shell, otherwise the volume expansion of the yolk would break the shell and trigger both failure modes. Following the guidance, yolk-shell structures of different kinds have been developed. All achieved very high capacity retention and cycle life [244–249].

In typical battery cells, the anode consists of particle aggregates. During lithiation/delithiation cycles, neighboring SiNPs interact not only mechanically but also kinetically, and these two types of interactions are further coupled. While the mechanical interaction is well accepted (volumetric expansion causes inter-compression of neighboring SiNPs), the kinetic interaction has been less understood. For the uncoated SiNPs, the hydrostatic stress at the outer surfaces of the uncoated bare SiNPs is the same regardless of the particle size and lithiation depth. As a result, the Li chemical potential at the outer surface is the same throughout the lithiation process. This suggests that neighboring bare SiNPs are lithiated independently. In contrast, it has been shown that stress-mediated Li chemical potential at the outer surface of coated SiNPs depends on the initial SiNP size, lithiation thickness, and the mechanical stress. When two coated SiNPs are brought into contact and if any one of the three parameters are not the same, the difference of the Li chemical potentials may drive inter-SiNP Li diffusion (Fig. 18) [55], leading to discharging in one SiNP, and charging in the other. The inter-SiNP Li diffusion modifies Li concentration profile as well as the stress distribution inside the SiNPs, eventually reaching a thermodynamic equilibrium at which the inter-SiNP diffusion stops. This inter-SiNP Li diffusion dynamically occurs at different stages of lithiation, greatly impact the lithiation kinetics.

5.4. Compositing

Composite design is one of the most popular routes in materials synthesis to extend the cyclic life of batteries. In regard to high-capacity electrodes, the general philosophy is to use one material component (e.g., Si) to store Li, and the other (e.g., carbon) to enhance the overall conductivity and accommodate volume expansion and improve mechanical stability. There is a large body of literature on the design of composite electrodes by selecting the size, shape, and pattern of the active materials, as well as the geometry and porosity of inactive phases [21,250–252]. Here we highlight a few examples that may represent some common features in the architecture design of composite materials. For instance, Gohier et al. homogeneously deposited 10 nm SiNPs on 5 nm CNTs [253]. They achieved capacities of 3000 mA h g$^{-1}$ at 1.3 C, and found good rate capacity (up to 15 C) with little polarization or structural damage. Sun et al. [254] formulated Si-beaded CNT strings with chemically functionalized interface, which plays important roles in confining the Si beads during the lithiation-delithiation cycling. Chen et al. deposited nano-silicon on a 3D virus-structured nickel current collector [255]. This complex structure has large surface area and is highly conductive, resulting in an initial capacity of 2300 mA h g$^{-1}$, a capacity of >1200 mA h g$^{-1}$ after 173 cycles, and good rate performance. Magasinski et al. used a hierarchical bottom-up method to coat carbon-black
dendritic particles with SiNPs, as shown in Fig. 19a [256]. This method is simple, safe, and low-cost, and results in reversible capacities of 1950 mA h g\(^{-1}\). Zhang et al. sputtered a-Si onto Ni nano-cone arrays, resulting in a capacity of 2400 mA h g\(^{-1}\) over 100 cycles at a rate of C/2 and good performance at higher rates [257]. Yamada et al. dispersed nanosized silicon crystallites into an amorphous silicon dioxide matrix and then mixed with carbon black and polyvinylidifluorine (PVDF), resulting in 85% capacity retention after 100 cycles [258]. Cui et al. made free-standing composite CNT-Si films on stainless steel meshes up to 4 μm in thickness by CVD deposition [30]. This composite eliminated the need for a metal current collector, and demonstrated high specific charge storage capacity and good cycling performance. The performance was attributed to good mechanical strength and conductivity of the composite, as the CNT-Si film is bridged by the stainless steel mesh, even where fracture occurred in the film, as shown in Fig. 19b. Several groups also reported the carbon-silicon core-shell structure that uses carbon as a mechanical support when the silicon shell is fractured [259,260]. Krishnan et al. fabricated a Si-Al-C architecture to minimize the mismatch strain at the interfaces of the materials, as shown in Fig. 19c [261].

5.5. Self-healing electrodes

The self-healing ability of biological materials in nature significantly enhances their lifetimes. Motivated by the self-healing biology, self-healing electrode materials are highly desired, especially for high-volume-change electrode materials as they fracture or pulverize during lithiation/delithiation cycles. It has been reported that Galium, a low-melting point metal, exhibits self-healing ability as an anode. At a temperature above its melting temperature, Ga exhibits a reversible liquid-to-solid transition during lithiation-delithiation cycles. As such, cracks nucleated during lithiation automatically heal during delithiation, facilitated by the fluidity of the liquid phase. Liang et al. has showed that during delithiation of the Li\(_x\)Ga phase, a single nanovoid appears [49]. The nanovoid automatically annihilates by the fast vacancy diffusion from the inner to the outer surfaces of the Li\(_x\)Ga nanoparticles, driven by curvature-dependent chemical potential gradient of vacancies. Such low-melting-point metals can be used as self-healing agents in composite electrode materials.

Self-healing coatings and binders can significantly enhance the cycle life of electrode materials. Wang et al. reported that self-healing conductive polymeric coatings can improve the cycling life of Si microparticles (SiMPS) to more than one order of magnitude higher than bare SiNPs [262], despite SiMPS suffer pulverization upon lithiation. The self-healing ability is due to the several combined properties of the polymeric coating. First, the polymer is highly stretchable, able to sustain 300% strain without failure. This enables the accommodation of large volume expansion of the encapsulated SiMPS upon lithiation. Second, the self-healing polymer features a cross-linked network that permits dynamic association of hydrogen bonds. When cracks and damages occur in the coating, the network can spontaneously heal by dynamic reassociation of the hydrogen bonds at room temperature. With novel 3D spatial distribution of the self-healing polymer, the polymer-coated SiMP anode

---

**Fig. 20.** Artificial SEI assisted self-healing process in yolk-shell anodes. Taken from [65].
can achieve a very high area capacity (3–4 mA h cm\(^{-2}\)) [263]. Jeong et al. implemented similar self-healing polymeric binders to improve the cycling performance of Si anodes [264].

Jin et al. recently proposed a new self-healing strategy for yolk-shell electrodes [65]. Yolk-shell structure has achieved success in extending the cycle life owing to the pre-reserved excessive volume for accommodating the large volume change of the active materials. However, the shell may break when sufficient amount of volume expansion is transferred to it. In the absence of the self-healing ability, the electrolyte can invade the active materials from the cracked shell, causing unstable SEI growth and continuous consumption of cycleable Li. In the work of Jin et al., the shell is of a thin layer of TiO\(_2\), which also functions as an artificial, self-healing SEI (aSEI) layer, as schematically shown in Fig. 20. The self-healing ability of TiO\(_2\) shell arises from its several unique properties. First, the TiO\(_2\) shell only weakly adheres to Si (yolk) so that the transfer of the dimensional change of the Si yolk to the TiO\(_2\) shell upon lithiation is insignificant. Upon delithiation, the low adhesion strength facilitates the detachment of the shell from the yolk without causing damage of shell. Second, the shell is mechanically strong so that it does not fracture into pieces under the condition when the transfer of lithiation induced dimensional change of the active material to the shell does occur. Most importantly, the shell adheres strongly to the naturally grown SEI formed during the cycles. In the case that the TiO\(_2\) layer does break during lithiation process, the liquid electrolyte would flush into the shell to invade the active material. The lithiation induced volume change in the next cycle would push evacuate the liquid out of the shell. Meanwhile, freshly formed natural SEI (nSEI) adhered to the aSEI automatically caulks the broken layer, thus self-seals the yolk-shell. Using the Coulombic inefficiency (CI = 1 – CE) as an indicator of liquid-tightness on the test electrode, Jin et al. quantified the efficiency of the self-healing aSEI. In the first few cycles, the CI is considerably high, showing the damage of the shell. Within about 20 cycles and 100 cycles, CI drops to 5 × 10\(^{-3}\) and 1 × 10\(^{-3}\), clearly showing the self-repairing capability of the aSEI.

While nanostructuring like the sliding graphene sheath [265] can extend the cycle life of silicon anodes and improve CE\(_\text{stabilized}\) all nanostructures presently suffer from low initial CE\(_\text{s}\) (due to larger surface area, the amount of SEI formed is large). Pre-lithiation is an approach to improve the low initial CE, as one uses sacrificial Li-containing compounds to provide the lithium source instead of the heavy and expensive LiCoO\(_2\). Also, the nanostructured anode tends to suffer from low tap density, which could be improved by severe mechanical crushing, that may crack some artificial SEI protections, leading to non-hermeticity and electrolyte ingestion that however may be healed. Much can be done in this area with the careful analysis technique presented in Eqs. (11)–(27).

### 5.6. Flexible batteries

Flexible batteries have emerged as a crucial power source for flexible, wearable electronics that generally operate in large deformation [266,267]. Thin film, or paper-based batteries have been pursued, as the thin film structures are able to effectively relax the lithiation induced mechanical stress by converting the volumetric deformation into out-of-plane curvature. Yu et al. developed a thin-film based electrode architecture, consisting of Si thin film deposited onto a soft Poly(dimethylsiloxane) (PDMS) substrate [268]. During charge-discharge cycles, the flat Si thin film freely buckles with little resistance from the PDMS substrates, thereby effectively releasing the stress in the thin film [269]. Such an anode has demonstrated a very low capacity fading rate (0.033% per cycle over 500 cycles), as compared to pure Si anode (4.5% per cycle over 20 cycles). Fu et al. fabricated free-standing, binder-free CNT-Si and CNT-Si-C thin-film structures, where super-aligned CNT sheet acts as current collector on which Si is uniformly deposited [270]. The CNT-Si thin film can be further surface-coated with a thin carbon layer, forming CNT-Si-C thin films. During electrochemical cycling, the CNT-Si thin sheet preserves its morphology, indicating effective strain relaxation. In contrast, the CNT-Si-C thin sheet buckles during the delithiation due to the incompatible compressive strain generated during delithiation. Both the composites showed high specific energy capacity and stable cycle performance. Zhu et al. used wood fibers as substrate for Sn anode for NIBs [271]. The microstructurally hierarchical wood fibers are naturally soft and porous, which are highly deformable and at the same time provide multichannels for fast ion transport. Wood fibers are also inexpensive and environmentally friendly. The wood-fiber based Sn anodes for NIBs have demonstrated highly improved stable SEI growth and cycling performance, as compared to the Cu@Sn anode. Song et al. fabricated origami LIBs [272], with active materials deposited onto CNT-coated papers as the current collectors. Predefined creases are introduced to the origami LIBs so that little strain except at the creases is imparted into the batteries during cycling. The origami design enables multiple deformation modes, and can be used to power deformable electronics.

### 6. Degradation of Na-ion batteries

Despite the great success of today’s LIBs, the dramatic growth in demand for LIBs from electric vehicles and electric grids has significantly driven up the price of LiOH and Li\(_2\)CO\(_3\) [273–276]. Sodium carbonate is much more abundant and cheaper than lithium carbonate [277–279]. Owing to the significant cost advantage and the natural abundance of sodium precursors, NIBs hold the potential to compete with LIBs and to reshape the electrochemical energy storage landscape. These factors have prompted increasing efforts on NIB technology development in recent years [273,280,281]. These advantages are however partially offset by the gravimetric and volumetric energy density penalties for NIBs since Na has larger ionic size and is...
heavier and less electropositive than Li. The larger ionic size also means larger insertion barrier and chemical insertion strain, rendering, respectively, lower rate performance and more severe chemomechanical degradation upon sodiation.

Early NIB studies have led to success in sodium-based high-temperature storage technologies, such as Na-S batteries operating at 300–350 °C. Recent efforts have been turned to room-temperature NIBs. The insertion chemistry in NIBs sometimes is vastly different from that in LIBs. Si, one of the most promising anode materials for LIBs, is inert to sodium insertion at low temperatures [282,283]. Graphite, the most popular anode for LIBs, cannot be directly used in NIBs [284,285] due to the much larger insertion barrier of Na⁺ than Li⁺. Various hard carbons with controlled surface area, morphology, and nanostuctures, including expanded graphite with increased interlayer spacing and porous carbon, have been used as anodes for NIBs [286–291] with capacities generally no more than 500 mAh/g. Metal oxides and metal phosphates, such as Na₂Ti₃O₇ [292,293] and NaTi₂(PO₄)₃ [294,295] have also been assessed as anodes for NIBs. These anodes are typically of very low capacities (<200 mA h g⁻¹) and cannot meet the requirement for high-energy-density storage as Na-ion anodes.

Several group 14 and 15 elements [271,282,296–301] as well as their compounds [214,302–304] have high theoretical capacities, ranging from 500 to 2600 mAh g⁻¹, making them attractive anodes for NIBs (Fig. 2). For example, Na-tin alloys showed a reversible capacity of about 500 mA h g⁻¹ for more than 20 cycles, despite a huge volumetric expansion of about 420%. Microscopic Sb has a specific capacity of 600 mA h g⁻¹ for more than 150 cycles, which even outperforms the same material in LIBs. SnSb alloys can deliver a capacity of 500 mA h g⁻¹ at C/5 with an 80% capacity retention after 50 cycles.

Among these elementary materials, phosphorus and phosphorus-based compounds represent a promising class of candidates as anodes for NIBs [305–307], owing to its low cost and extremely high theoretical capacity of ~2600 mA h g⁻¹ of phosphorous when sodiated to the Na₃P phase. Among the three main allotropes of phosphorus (white, red, and black), white phosphorus is generally excluded from the use as battery materials for its high reactivity and toxicity [308]. Amorphous red phosphor has shown irreversible sodium insertion [301], and hence is not good candidate for anode either. With a layered structure, black phosphorus closely resembles graphite, and is better suited as an electrode material. The interlayer spacing of black phosphorus (5.4 Å) is much larger than that of graphite (3.4 Å) [308], suggesting that sodium ions can intercalate into black phosphorus much more easily than into graphite [309]. Recent experimental studies have shown that black phosphorus exhibits a much higher charge (2035 mA h g⁻¹) and discharge (637 mA h g⁻¹) capacities than red phosphorus [301]. It has also been reported that a graphene-phosphorene hybrid yields even higher capacity and more stable cyclability [308].

Similar to intermetallic alloy anodes (e.g., Si and Ge) for LIBs, phosphorus undergoes ~500% volume change during sodiation/desodiation [301] leading to pulverization of the active materials, unstable growth of SEI, and fast capacity fading [310–315]. In terms of its high capacity and large volume change, phosphorus in NIBs can be regarded as the counterpart of Si in LIBs. Sodiation of black phosphorus involves a two-step process in series: in the first step of sodiation (intercalation), sodium ions insert into black phosphorous along the pucker channels and fill out the interlayer space to form a Na₀.₂⁵P phase; in the second step (allorying), further accumulated sodium breaks P=P bonds and transform the layered structure to amorphous sodium phosphide (Na₃P). More interestingly, it has been shown that black phosphorus shows anisotropic swelling upon sodiation [308]. The apparent anisotropic swelling possibly arises from the twofold intrinsic anisotropy: sodium diffusional directionality in black phosphorous and sodiation induced strain anisotropy. First, inherent to its pucker-layered structure, black phosphorus exhibits a “selective diffusional behavior” during the first step of intercalation [316]: sodium atoms preferably diffuse along the [100] direction due to the much lower sodium diffusion barriers in the [100] direction than in other directions. Limited by the low diffusivity in black phosphorous (Na₀.₂⁵P), the reaction front migrates very slowly along the [010] and [001] directions. This rate difference allows the Na-rich phase to easily catch up the reaction front, and likely results in a sharp interface along these two directions. Whereas along the [100] direction, the comparable sodium diffusivity in front of and behind the reaction front renders a diffuse interface. Second, unlike the cubic crystalline structure of c-Si for which lithium insertion induces isotropic chemical strain [43,102], the orthotropic layered structure of black phosphorus endows anisotropic chemical strain, with much larger expansion along the [001] direction than other directions. Chemomechanical modeling revealed that the apparent morphological evolution is critically controlled by the coupled effect of the two intrinsic anisotropies [127]. In particular, the sharp interphases generated along the [010] and [001] directions constrain anisotropic development of the insertion strain, giving rise to substantial difference in sodiation induced stress generation and fracture modes when sodiation starts from different crystal facets. This twofold anisotropy governed sodiation behavior is also significantly different from the orientation-dependent rate anisotropy in lithiation of c-Si.

7. Conclusions and perspectives

Energy density is one of the most important metrics for electrode materials. Intrinsic to the high-energy-density electrode materials is the large volume changes during electrochemical cycling, causing pulverization of active materials, lithiation retardation, and unstable SEI growth, thereby limiting the cycle life of the batteries. This review provides a survey of the chemomechanical degradation mechanisms for a variety of high-energy-density negative electrode materials for LIBs. A series of design strategies is also discussed toward mitigating the chemomechanical degradation. Throughout the review, we highlight the integrated real-time high-resolution microscopy and multiscale modeling as a powerful method for uncovering the underlying material degradation mechanisms.
A predominant feature in the degradation of high-energy-density electrode materials is the strong coupling between electrochemistry and mechanics, which critically influences the energy density and power capability of the batteries. On the one hand, electrochemical lithiation causes volume expansion and stress generation inside the active materials; on the other, the generated compressive stress retards lithiation. Such kinetics-stress coupling is ubiquitous and its extent varies in different designs. For instance, surface coating strengthens the coupling owing to the mechanical confinement, while nanoporosity weakens it. While the kinetics-stress coupling is generally detrimental to power capabilities of the electrode materials, reports have demonstrated that it can be exploited for mechanical energy harvesting.

To date, most studies for understanding the degradation of large-volume-change electrode materials such as Si have been focused on lithiation. This is partially because c-Si, the most widely studied anode material, pulverizes and fractures during the first lithiation. In contrast, delithiation induced morphological change and its implications to the successive lithiation/delithiation cycles are less explored. We have observed the apparent difference in the lithiation behavior of Si in different cycles: α-Si features two-phase interphase in the first lithiation cycle but single-phase in the successive lithiation cycles. The difference may likely stem from the distinct microstructures produced during delithiation. It is widely known that pore formation is a ubiquitous phenomenon during delithiation. It is yet to be explored how the pore structures evolve upon multiple cycling and how these pore structures modify the cycling performance of the electrode materials.

With the help of the nanobattery platform for in-situ TEM characterization, much has been known as to the pulverization and fracture of various electrode materials. In contrast, other degradation modes such as unstable SEI growth in large-volume-change electrode materials are only beginning to be explored. It remains a great challenge to image the dynamic growth of the SEI layer in a realistic full-cell setting with liquid cells using the in-situ nanobattery platform. Given the diverse electrode-electrolyte interfaces, it is imperative to develop the nanobattery platform suitable for characterization of the SEI formation with atomic resolution, its mechanical properties and chemical compositions, thereby advancing the design toward full LIBs.

Electrochemical cycling of rechargeable batteries involves a variety of interfacial and surface processes. For examples, the characteristics of electrode-electrolyte interface regulate the electrochemical rate and SEI formation; the sharpness of the reaction front, i.e., the lithiated/unlithiated interface regulates the stress generation in the electrodes: nanoscale sharp interface causes stress concentration at the outer surface, while diffusive interface at the interior of the interface, giving rise to different crack initiation sites and consequently different failure modes. Nearly all the mitigation strategies to date more or less involve tailoring the surface or interfaces to enhance the overall performance of the electrode materials. An atomistic understanding of the interface and surface processes would be helpful to the material selection and design for controlling and mitigation of the degradation and enhancing the overall performance of the electrode materials.

The in-situ nanobattery platform has provided atomic scale degradation mechanisms of a variety of electrode materials on a single-particle level. To facilitate the full battery design, it is necessary to scale the research results up to the nanostructure assembly level, the electrode level, and the whole battery level wherein energy density is not the only performance matrix. Indeed, little is done even for a pair of nanoparticles under electrochemical cycling. Compatible electrolytes and positive electrodes are to be identified in order to, for instance, create a stable SEI layer, and to maximize and minimize the positive and negative electrode potentials so as to maximize the voltage window of the batteries.

Si as the leading promising anode material has been extensively explored and advanced to commercial usage. However, though the gravimetric capacity of the Si-majority anodes is very impressive (~1000 mAh/g even after 1500 cycles in half cells), their Coulombic efficiency is still low when compared with graphite in commercial LIBs. Future research in advanced material synthesis and processing techniques, combined with the mitigation protocols, is critically needed to boost the volumetric capacity of Si-majority anodes for widespread commercialization.

For wide-scale implementation, it is necessary to extend battery technology to large-scale, inexpensive, efficient energy storage in order to integrate intermittent renewable energies, such as wind, solar, and wave into the electrical grid. While LIB technology is quite mature, the rapidly increasing demand for Li will eventually drive up the prices and its costs become an issue. For this reason, cost-effective Na-ion based electrochemical energy storage is an alternative to Li-ion based systems. While NIBs share many similar characteristics to LIBs, new chemistry needs to be identified and exploited in order for NIBs to be competitive to LIBs.
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